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Abstract—A one-way additive white Gaussian noise (AWGN)
channel with active feedback sent over another AWGN feedback
channel is considered. Achievable error exponents are presented
in the finite message / zero-rate regime for a variable length
coding (VLC) scheme. This coding scheme uses a form of round-
robin scheduling of messages, and a simplex-based feedback code
to obtain reliable feedback and remain synchronized, despite the
noise in the feedback link. Our results show that this new VLC
scheme under an almost-sure power constraint achieves an error
exponent similar to an achievable exponent attained using a fixed
block length scheme under a much more relaxed expected block
power constraint, and is larger than that achieved by schemes
without feedback. 1

I. INTRODUCTION

Variable length coding (VLC) techniques have been shown
to achieve larger error exponents than those achieved under
fixed block length coding. They use feedback to inform the
transmitter about tentative decoding decisions at the receiver,
allowing the source to determine whether a retransmission is
necessary to correct potential decoding errors.

VLC schemes have mainly been considered in the presence
of perfect output (or noiseless) feedback – including the
work of Burnashev [1] , Yamamoto and Itoh [2] and Forney
[3], among others. In the context of variable-length coding,
the literature on error exponents under noisy feedback has
been much more sparse. For discrete memoryless channels,
schemes able to achieve error exponents between Forney’s and
Burnashev’s noiseless feedback error exponent bounds have
been proposed by Draper and Sahai in [4], where an anytime
synchronization code and a round-robin message scheduling
technique were used for synchronization and reliable feedback.

Synchronization is an important issue in proposed VLC
achievability schemes under noisy feedback: such schemes rely
on re-transmissions to correct errors, and hence the transmitter
and receiver must agree on whether the message being trans-
mitted is a new one or a re-transmission. When the feedback
link is noiseless, terminals may be easily synchronized. When
the feedback is noisy, synchronization cannot be taken for
granted and is a topic explicitly addressed in [4] and [5].

All prior work on error exponents for VLC with noisy feed-
back has focussed on positive rates. As mentioned in [5], the
insertion of a few bits alongside the message to denote a sort of
message serial number may aid in synchronization. At positive
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rates, these bits do not decrease the rate considerably. One
question is what happens to the achievable error exponents
in the limit of zero-rate, where the number of such serial
numbered bits may be on the same order as the messages
themselves. Are new, more creative solutions available to
synchronize VLC schemes at zero-rate with noisy feedback?
Here, we consider an AWGN channel with AWGN feedback
and characterize an achievable error exponent for VLC for
a finite number of messages. We propose a communication
scheme that takes ideas proposed in the literature for both
DMC [3], [4] and discrete time AWGN channels [6], [7],
and uses them in a new VLC scheme able to achieve error
exponents higher than those attained under fixed block length
transmission (with or without feedback) under a similar power
constraint, and comparable to known results under a more
relaxed power constraint, briefly described next.

Fixed block length comparison points. Under fixed block
length coding, the reliability function attained at rate R is
defined as: E(R) = limN→∞− 1

N logP
(N)
e , where P

(N)
e is

the smallest probability of error achieved by a code of rate R
and block length N . Under the almost sure power constraint
(AS), where channel inputs satisfy

∑N
k=1X

2
k ≤ NP , the error

exponent of the transmission of |W| messages over an AWGN
channel with signal to noise ratio P

σ2 without feedback is [8]:

AS power, no FB: E
(
|W|, P, σ2

)
=

|W|
4(|W| − 1)

P

σ2
, (1)

which for two messages becomes E
(
2, P, σ2

)
= P

2σ2 . Pinsker
[9] studied this problem assuming that perfect feedback (PFB)
is available. He demonstrated that under a similar power
constraint, noiseless feedback may improve the error exponent
of the transmission of |W| ≥ 2 messages up to

AS power, perfect FB: EPFB (|W|, P, σ2
)

=
P

2σ2
. (2)

For |W| = 2, feedback does not result in any error exponent
gains. The use of noisy feedback with fixed block length codes
has been investigated in [6], [7], [10]–[13]. We highlight an
achievable error exponent for |W| = 2 under an expected
block power constraint (EXP) E

[∑N
k=1X

2
k

]
≤ NP [6]:

EXP power, noisy FB: EBB (2, P, σ2
)
≥ 2P

σ2
. (3)

This error exponent can be achieved through a building block
(BB) scheme [6, Section VII-A, Equation (138)], which takes
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advantage of very high amplitude transmissions that correct
potential errors occurring with exponentially small probability.

II. PROBLEM STATEMENT AND MAIN RESULT

One terminal (the transmitter) wishes to transmit a stream
of messages to another terminal (the receiver). Each message,
M , is selected uniformly from the finite set of messagesW =
{1, 2, 3, ..., |W|} and transmitted over the channel shown in
Figure 1. The forward and backward directions correspond to
AWGN channels characterized at channel use n by

Yn = Xn +Nn, Nn ∼ N (0, σ2) (4)

Zn = Un +NFBn
, NFBn

∼ N (0, σ2
FB) (5)

where channel inputs Xn, Un and outputs Yn, Zn take on real
values, and the noise in the forward channel Nn is independent
and identically distributed for every n, as is the noise in the
feedback channel, NFBn

. Active feedback is permitted.

Average Power: Average Power:

M M

Fig. 1. One-way AWGN channel with active feedback.

Let X ,Y,U ,Z be the set of reals. A variable length code
Cvl
(
|W|, P, σ2, PFB, σ

2
FB,∆, N

)
for the transmission of |W|

messages uniformly selected fromW over an AWGN channel
with forward and feedback almost sure power constraints of
P and PFB, and noise variances of σ2 and σ2

FB consists of:
1. Forward and feedback encoding functions:

fn :W ×Zn−1 → X , (6)
gn : Yn → U , for n = 1, 2, 3, · · · (7)

leading to the n-th channel inputs Xn = fn
(
M,Zn−1

)
and

Un = gn (Y n), satisfying the per block (time-slot) almost sure
(AS) or energy power constraint on both channel inputs:

N∑
k=1

X2
k ≤ NP and

N∑
k=1

U2
k ≤ NPFB; (8)

2. Decoding functions for each channel use n = 1, 2, 3, · · · :

φn : Yn →W ∪ {0}, (9)

where 0 corresponds to an erasure (message not decoded);
3. A non-negative transmission time ∆ (a random variable)

defined as the first n for which a message is successfully
decoded and not declared as an erasure, [4]:

∆ = n, s.t.

{
φn(yn) 6= 0,

φn(yn
′
) = 0, ∀n′ < n,

(10)

where E[∆] ≤ N .
Let Pe

(
|W|, P, σ2, PFB, σ

2
FB,∆, N

)
be the probability of

decoding error. Then, the variable length error exponent for

the transmission of |W| messages over an AWGN channel
with noisy feedback is defined as

Evl
(
|W|, P, σ2, PFB, σ

2
FB,∆

)
= lim supN→∞

−Pe
(
|W|, P, σ2, PFB, σ

2
FB,∆, N

)
E[∆]

(11)

taken over all possible variable length codes
Cvl
(
|W|, P, σ2, PFB, σ

2
FB,∆, N

)
.

Main result. We next introduce our main result, presented
for ease of notation for |W| = 2, with a remark on how this
may be generalized to any finite |W| in (33).

Theorem 1: An achievable error exponent subject to the use
of a variable length code for the transmission of two messages
over an AWGN channel under an AS power constraint is

Evl

(
|W|, P

σ2

)
≥ 2P

σ2
. (12)

Interestingly, we note that the error exponent for |W| = 2
achieved under an AS power constraint and noisy feedback
and VLC is the same as that of fixed block coding (3) and
noisy feedback under the more relaxed EXP power constraint
(note that we are comparing achievable error exponents).
Both of these are four times higher than those achievable for
fixed block coding under the AS power constraint and perfect
feedback (2). This in some way suggests that the flexibility
in power allowed by the EXP power constraint (using very
high amplitude retransmissions that correct highly unlikely
potential decoding mistakes immediately) and the flexibility
of allowing variable decoding times (potential, but highly
unlikely very long delays) and re-transmissions (correcting
potential decoding mistakes in a different fashion) are in some
way related from an error exponent perspective.

III. SCHEME DESCRIPTION AND ERROR ANALYSIS

The general operation of the achievability scheme we pro-
pose is presented in Figures 2 and 3. The initial transmission
of a message over a time-slot of length N in the forward
channel is decoded a) correctly, or b) incorrectly, or c) as an
erasure. The receiver indicates which of these occurred by
setting a bit every time a message is successfully decoded
(either correctly or incorrectly); otherwise the bit remains
unset indicating an erasure. This bit is transmitted to the
source via the noisy feedback channel, where it is decoded
as either “Decoded” or “Erasure”. Note that if this feedback
bit is incorrectly decoded, an irreparable synchronization error
results, since a retransmission request could be interpreted
as new message request, and vice versa. The resulting out
of synchronization events are denoted as E1, E2 and E3, and
analyzed later – but the main idea is that we will make the
probability of synchronization error decay fast enough so as
not to be the dominant term in the overall error exponent. The
transmission of the decoding status bit is based on redundancy,
thus, as we explain later, multiple transmissions of this bit are
performed at different time instances allowing the transmitter
to recover from temporary synchronization losses. Note that
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synchronization here is meant at the message level – as in [4],
synchronization at the level of channel uses is assumed.

forward
feedback

co
rr

ec
t

error

erasure

c

e

c

e

c

e

Dec. Correct

Dec. Error

Fig. 2. Scheme operation: events tree. (c = correct and e = error)

This work uses some ideas originally proposed in [4] for
Discrete Memoryless Channels (DMC), in which a stream of
messages belonging to L virtual data stacks are interleaved
and transmitted over a common channel using a round-robin
message scheduling technique. Since we focus on AWGN
channels, our scheme makes use of a simplex code for both
directions, which allowed us to define an erasure decoding rule
and to jointly encode the feedback messages of L− 1 stacks.
Figure 3 illustrates a block diagram of our adapted round-
robin scheme. We use the term time instance to denote a round
in which each data stack l ∈ {1, 2, ..., L} has transmitted or
retransmitted one message, i.e. during time instant tj , each
stack has a transmission chance (time-slot) using codewords
of length N . The following subsections present a detailed
explanation of the VLC protocol followed by an analysis
of the probability of error, the computation of the expected
transmission time, and finally, the proof of our main result.

A. Forward message transmission

A message ml(tj) = m for each of the L stacks is encoded
using a simplex code of size |W|, and sent over the channel
in sequence; each time instance has a duration of LN channel
uses, and each stack has a new chance to retransmit after
(L − 1)N channel uses. The receiver decodes each received
sequence yNl (tj) using erasure decoding as follows:

m̂l(tj) =


m, if yNml

(tj) ∈ Am
m′, if yNml

(tj) ∈ Am′ 6=m
0, if yNml

(tj) ∈
(⋃|W|

i=1 Ai
)c (13)

where Am denotes the decoding region corresponding to
message m. The receiver keeps track of the decoding result at
time instance tj using a status bit for each data stack:

sl(tj) =

{
0, if m̂l(tj) = 0

1, if m̂l(tj) 6= 0
(14)

This bit is fed back to the transmitter as we describe next.

B. Transmitting decoding status bits to the source

Status bits are fed back to the source over the noisy back-
ward channel. We propose a feedback communication scheme

inspired in [4], in which the reliability of the transmission
of erasure/decoding status bits increases with the number of
virtual data stacks, L (an even number).

Consider, without loss of generality, that a message from
stack l = 1, m1(tj) = m, has been transmitted and that the
corresponding status bit s1(tj) has been determined by the re-
ceiver. Our strategy for communicating this bit consists of first:
repeatedly transmitting it L−1 times (coded, together with in a
packet of L−1 of these decision bits corresponding to the other
stacks) over the backward channel every time a message from
a different stack is sent (decision bit s1(tj) cannot be transmit-
ted at the same time as message of stack 1 is coming in, but can
be transmitted over all other L−1 stacks), and second: using a
majority vote to make the final decision. As shown in the block
diagram of Figure 3, the transmission of the binary vector
S1(tj) = {s1(tj), s3(tj−1), s4(tj−1), ..., sL(tj−1)} (where the
sub-index in S1 indicates the stack number which updated its
status bit after the last decoding operation) occurs simultane-
ously to the transmission of message m2(tj). We have adopted
uppercase letter S to denote status vectors and lower case s
for the individual bits. Status vectors Sl for l = 1, 2, ..., L
are thus updated every time a new message is decoded by
the receiver, and encoded in codewords of length N using a
simplex code of size 2L−1 symbols subject to the backward
power constraint.

We obtain L−1 estimates of each status bit, i.e. the transmit-
ter ends up with the estimates ŝ1k(tj) (for k ∈ {2, 3, 4, ..., L}).
Here, k identifies the data stack that is transmitting a message
in the forward channel while a feedback codeword is being
sent in the backward channel. The final decision of each status
bit is obtained from a majority vote decoding rule:

ŝ1(tj) =

{
0, if ŝ1k(tj) = 0 for L

2 or more times
1, otherwise

, (15)

which is used to decide whether to retransmit when ŝ1(tj) = 0,
or to proceed with a new message, when ŝ1(tj) = 1.

C. Probability of error analysis
Let ml(tj) = m (instance of random variable M ) for

ease of notation. Errors occur if the message is incorrectly
decoded M̂ 6= M , or if the transmitter and receiver become
unsynchronized:

Pe

(
|W|, P, σ2, PFB, σ

2
FB,∆, N

)
= P

((
M̂ 6= M ∩ Synched

)
∪ (Out of Sync.)

)
≤ P

(
M̂ 6= M | Synched

)︸ ︷︷ ︸
P(EE)

P (Synched) + P (Out of Sync.)︸ ︷︷ ︸
P(ES)

≤ P(EE) + P(ES), (16)

where ES = E1 ∪ E2 ∪ E3 and EE correspond to the events
described in Figure 2. Then,

Evl
(
|W|, P, σ2, PFB, σ

2
FB,∆

)
= lim sup

N→∞
− 1

E[∆]
ln (Eq.(16))

≥ lim sup
N→∞

− 1

E[∆]
max {lnP(EE), lnP(ES)} . (17)

Next, we analyze the occurrence of events EE and ES .
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STRONG

WEAK

Forward

Feedback

Transmission of each stack at time-instance tj Transmission of each stack at time-instance tj+1time-instance tj-1

Fig. 3. Block diagram of the proposed scheme, where: Sl(tj) = {s1(tj), s2(tj), ..., sl−1(tj), sl+1(tj−1), ..., sL−1(tj−1), sL(tj−1)}

1) Message decoding error, EE: Forney [3] introduced
the concept of erasure decoding for the transmission of |W|
symbols, in which the decision region designated for each
symbol is smaller than that when the complete decoding space
is partitioned into |W| non overlapping regions. To illustrate
how messages transmitted over the forward channel in each
time slot of length N are decoded at the receiver, we consider
the case of |W| = 2 thus, M = {1, 2}. This erasure decoding
method is based on that proposed in [6, Section VII-A] for the
transmission of two messages using a block code of length N :
Forward channel encoding rule: Messages are sent using
antipodal signaling for i = 1, 2, 3, ..., N , satisfying the power
constraint imposed in equation (8) as:

Xi =

{
+
√
P , if M = 1,

−
√
P , if M = 2,

(18)

Received sequence decoding rule: At the receiver side, M̂
is determined by first computing:

Z =
1

N

N∑
i=1

yi ∼

N
(

+
√
P , σ

2

N

)
, if M = 1,

N
(
−
√
P , σ

2

N

)
, if M = 2.

(19)

Thus, the receiver uses the erasure decoding rule of Equation
(13), for an arbitrarily small positive parameter δ such that:

A1 = {yN : Z ≥ (1− δ)
√
P} (20)

A2 = {yN : Z ≤ −(1− δ)
√
P} (21)

Probability of decoding error: A message decoding error
occurs when M̂ 6= M . Assuming that M = 1 has been sent,
and by symmetry:

P(Dec.err.) = P
(
M̂ 6= M |M = 1

)
= P

(
yN ∈ A2|M = 1

)
= P

(
Z < −(1− δ)

√
P |M = 1

)
(22)

= Q

(
(2− δ)

√
P

σ/
√
N

)
≤ 1

2
exp

(
−N (2− δ)2P

2σ2

)
Probability of erasure: Given (13), the receiver declares an
erasure, M̂ = 0, if yN ∈ (A1 ∪ A2)

c, which yields:

P(Erasure) = P(M̂ = 0|M = 1) = P
(
yN ∈ (A1 ∪ A2)

c)
= P

(
|Z| < (1− δ)

√
P |M = 1

)
= Q

(
δ
√
P

σ/
√
N

)
−Q

(
(2− δ)

√
P

σ/
√
N

)

.
= exp

(
−N δ2P

2σ2

)
< β (23)

where an
.
= bn denotes that 1

n ln(an/bn) → 0 as n → ∞.
Note from (23), that an erasure is declared with exponentially
small probability and that this result is exactly the same as [6,
Equation (126)]. Next, note from Figure 2, and (23) that:

P(EE) = P(Dec.err.)P(“Decoded”|Decoded)

≤ P(M̂ 6= M |M = 1)
(22)
≤ 1

2
exp

(
−N 2P

σ2

)
. (24)

2) Synchronization loss, P(ES): This event results from
the occurrence of either of the loss of synchronization events
described in Figure 2: E1, E2, E3. Thus:

P(ES) = P (E1 ∪ E2 ∪ E3) ≤ P (E1) + P (E2) + P (E3)

= P (Dec.corr.)P (“Erasure” | Decoded) +

P (Dec.err.)P (“Erasure” | Decoded) +

P (Erasure)P (“Decoded” | Erasure)

= P
(
M̂ = M |M = 1

)
P (ŝl(tj) 6= sl(tj)) +

P(M̂ 6= M |M = 1)P (ŝl(tj) 6= sl(tj)) +

P(M̂ = 0 |M = 1)P (ŝl(tj) 6= sl(tj))

= P (ŝl(tj) 6= sl(tj)) (25)

Feedback messages Sl(tj) are encoded using a simplex code
of size 2L−1 messages, whose probability of error was derived
in [8] and given in (1). Each status bit is extracted from
the decoded message Ŝl(tj). To analyze the probability of
error of the estimation of bit s1(tj) for the single k-th vector
transmission, note that message S1(tj) may be incorrectly
decoded as one out of 2L−1 − 1 possible messages, that
is Ŝ1(tj) 6= S1(tj). Also, observe that for these 2L−1 − 1

possibilities, only 2L−1

2 actually produce an error in decoding
bit s1k(tj) specifically. Then, the probability of error on
decoding a status bit may be bounded as:

P (ŝ1k(tj) 6= s1k(tj))

≤
2L−1

2

2L−1 − 1︸ ︷︷ ︸
ŝ11 (tj) 6=s11 (tj)

exp

(
−N 2L−1

4 (2L−1 − 1)

PFB

σ2
FB

)
︸ ︷︷ ︸
2L−1–simplex code: Ŝ1(tj) 6=S1(tj)

(26)

Recalling the majority voting strategy, a status bit is in-
correctly decoded if L/2 estimates are incorrectly decoded.
Since each estimate is independent from the others, and that
we select either L/2 out of the L− 1 estimations, we have

P (ŝ1(tj) 6= s1(tj)) ≤
(
L− 1

L/2

)
(P (ŝ1k(tj) 6= s1k(tj)))

L/2

(27)

2257



where k corresponds to the k-th transmission of a feedback
codeword including bit s1(tj). Then, from (26) and (27)

P(ES) ≤ P (ŝ1(tj) 6= s1(tj)) ≤ (28)(
L− 1

L/2

)(
2L−2

2L−1 − 1

)L
2

exp

(
−NL

(
2L−4

2L−1 − 1

)
PFB

σ2
FB

)
D. Expected transmission time

The expected transmission time must satisfy E[∆] ≤ N ,
and can be computed from the probability of occurrence of
event EX , shown in Figure 2, which denotes a successful re-
transmission request detected at both, transmitter and receiver:

P(EX) = P (“Erasure” ∩ Erasure)

= P (“Erasure” | Erasure)P (Erasure)

= (1− P (ŝ1(tj) 6= s1(tj)))P(M̂ = 0 |M = 1)

≤ P(Erasure) < β, (29)

where the last inequality is for ease of notation, and comes
from (23) as the probability of an erasure is exponentially
small with N , so, we upper bound it by a (decaying in N ) β.

Note that the first transmission of a message ml(tj) has a
transmission time of N . If a retransmission is necessary, the
transmission duration is (L+ 1)N . If two retransmissions are
necessary, then this duration becomes (2L+ 1)N , and so

E[∆] = N + βLN + β2LN + β3LN + ...

= N + LN

∞∑
i=1

βi = N + LN
β

1− β
(30)

Note that since limN→∞ LN β
1−β = 0, the expected transmis-

sion time is E[∆] = N , as β → 0 exponentially fast in N .

E. Proof of Theorem 1

Equation (12) results from the expected transmission time
in (30), and using (24) and (28) in (17)

Evl
(
|W|, P, σ2, PFB, σ

2
FB,∆

)
≥ min

L
(

2L−4

2L−1 − 1

)
PFB

σ2
FB︸ ︷︷ ︸

from (28)

,
2P

σ2︸︷︷︸
from (24)

 . (31)

Note in Equation (31) that the following relation must hold
so that the error exponent is dominated by the decoding error
event EE rather than the synchronization error:

L

(
2L−4

2L−1 − 1

)
PFB

σ2
FB

>
2P

σ2
(32)

The above condition yields (12) in Theorem 1, and may be
used to obtain a lower bound on the choice of L for given
forward and backward channel SNRs. For example, for P

σ2 = 1
and PFB

σ2
FB

= 2, it may be verified numerically that selecting
L ≥ 8 will satisfy (32).

IV. CONCLUSION

The error exponent achieved by the VLC scheme presented
here for the one-way AWGN channel with active AWGN
feedback with a more restricted AS power constraint turns out
to be equivalent to a known result achieved under fixed block
length coding using the more relaxed EXP power constraint,
which is four times that achieved without feedback for |W| =
2. Interestingly, we have shown that synchronization even
over the noisy channel can be handled using a round-robin
and anytime-like coding scheme that depends on a parameter
L, the number of message stacks that are interleaved. Our
results demonstrate that an appropriate choice of L guarantees
that the probability of error is dominated by the event of
incorrect messages decoding in the forward channel. We note
that our scheme does not require a better feedback channel
than forward channel – any noisy feedback channel may be
accommodated by a larger choice of L so as to satisfy (32). We
also note that the generalization on the probability of erasure
decoding provided in [7] may be used to extend Theorem 1
to any finite |W| as follows:

Evl
(
|W|, P, σ2, PFB, σ

2
FB,∆

)
≥
(
|W|
|W| − 1

)
P

σ2
. (33)
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