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Abstract—We make use of the deterministic high-SNR Tse introduced the linear deterministic approximation of
approximation of the Gaussian cognitive radio channel to ireless networks [8], [9], [12]. The deterministic model
e Dot 3y 1 ofen easer to analyze than the original Gaussian
apart for any SNR. char!ne_l in that_ its capacity can bg determined e>_<a_ct|_y.

The insights gained from the analysis of the deterministic
|. INTRODUCTION model are then used to guide the design of coding

Advancements in wireless technology have erschemes for inner bounds and the choice of receiver
abled the cooperation among devices, ensuring fasgide-information for outer bounds for the practically mo-
and more reliable communication. With smart antlvated Gaussian noise channel. Ideally, the bounds are
well-interconnected wireless transmitters, collaborati then shown to lie within a constant gap from each other.
among entities is a relevant topic for modern commdrinite bit gaps between inner and outer bounds have
nication systems. A well known and studied channdédeen shown for channels whose capacity regions have
model inspired by the newfound abilities of cognitivdbeen long standing open problems, such as Gaussian
radio technology and its potential impact on spectraiterference channels [10], [11], [17] and Gaussian relay
efficiency in wireless networks is theognitive radio channels [12].

channel [2]. Here the “primary” and the “secondary” |n this work we use the same apprach. In our recent
transmitters each have a message destined to the primggfk [13] we introduced the high-SNR approximation
and secondary receivers, respectively. Over the shai@ddel of the Gaussian cognitive channel and deter-
communication channel each transmitted message intgined its capacity. In this paper we use the insights
feres with the other at the destination. The secondag¥rived from [13] to determine a finite gap result for
transmitter has full a-priori knowledge of the primarthe Gaussian cognitive interference channel. The rest
message: this assumption is referred teagition. The of the paper is organized as follows. Section Il in-
capacity region of the cognitive radio channel, both fafoduces the Gaussian cognitive channel and its high-
discrete memoryless as well as Gaussian noise changflR approximation. In Section Il we re-derive the
remains unknown in general. For the Gaussian casffferent known outer bounds for the Gaussian cognitive
capacity is known in the weak interference [15], [3] an@hannel in a unified framework inspired by the high-
the very strong interference [4] regimes. SNR approximation model. In Section IV we develop
In the last couple of years an alternative to thgimple achievable strategies and we show that they are
difficult task of determining the capacity region of &yjthin 1.87 bits from the outer bound for any channel

multi user communication network has been suggestgthrameters. Section V concludes the paper.
Rather than proving an equality between inner and

outer bounds, the authors [6] advocate a powerful new
method for obtaining achievable rate regions that lie
within a constant number of bits from capacity region
outer bounds, thereby determining the capacity region
to “within a constant number of bits”. In a series of We consider the two-user Gaussian Cognitive Inter-
papers, and inspired by [7], Avestimehr, Diggavi an&erence Channel (G-CIFC) in standard form [14] de-

II. CHANNEL MODEL



picted in Fig. 1 whose outputs are X = N (Wi, W) Zi\l v;"
Yi=X14+aXo+ 723 Enc. 1 (+) Dec. 1

Yo =bX1 + Xo + 2, \b 7
where Z; ~ N(0,1) and the inputX; is subject to the />:\
power constrainE[| X;|?] < P, i = 1,2. Encoderi -Ta S
wishes to communicate a messagé uniformly dis- Enez = (+) Dec.2
tributed on{1,...,2V%} to decoderi in N channel NN 1 j/
{ ) ) } ? XzV _ fz\ (11[72) Zg\ Yz\

uses. The two messages are independent. Encoder 1 (i.e.,
the cognitive user) in addition to its messadg, also
knows W5. A rate pair(R;, R2) is achievable if there
exists a sequence of encoding functions

va = le(WhWQ)a Xév = fQN(WQ)a N = 1723 )

and a sequence of decoding functions

Fig. 1. A G-CIFC in canonical form.

II. OUTER BOUND

The following summarizes the results of [3], [15],

Wi =gNYYN), i=1,2, N=1,2, ., [16]:
such that Theorem Ill.1. The capacity region of a G-CIFC is
max Pr [Wi 4 Wz} —~0, N — . within the convex-hull of
i=1,2
In [13] we introduced the deterministic high-SNR ap- R; < log (1 +( ) (2a)
proximation of the G-CIFC and determined its capacity.
We restate the main result here for completeness. Let Rz < = log (1 + [b]*P1 + P2 + 2py/ |b|2P1P2) (2b)
1 1
Ni; = \‘5 log (1 + |hij|2pj)J , m 2 H%%‘X{nij}’ R+ Ry < B log (1 + |b|2P1 + P+ 2p+/ |b|2P1P2)
for hiy = hay = 1, hia = a, hay = b. The high-SNR + L og (1 +(1-p )mix{ljbl }Pl) 20)
approximation of a G-CIFC is a deterministic channel 2 1+ (1—p?) b2y
whose outputs are for all p € [0, 1].
2 o
Y, = ZSW_WXJ" i=1,2, Proof: For any joint distribution on(X;, X») let

(X1¢, X2¢) be a jointly Gaussian input with the same

. . . . . __ covariance matrix agX;, X3). If R; is achievable,
whereX; is a binary vector of dimensiom, S is a shift then H(W1|Y;¥,Ws) < H(Wi|Y;Y) < Ney, with
matrix ofd|men5|orm><m and the summation is taken =0 as]\lf ’_} 5. Similarly & R, is ach|;avable

in GF(2) [6]. The capacity of the deterministic cognltlvqévenH(WZW2 M) < Ney.

channel is Let pv/PL P> 2 E[X;X5]. The rate of the cognitive
Ry <nn (1a) user (user 1) is bounded by (2a) since:
- gz i maxin217n22{ N " ((Jl'b; NRy < H(Wy) = H(W1|Ws)
- c
1 2 = Mmaxynai, 122 nip —mn21f , < I(Wl;Y1N|W2,XéV(W2)) 4+ Nen
where[z]* £ max{0,z}. The sum-rate bound in (1c) = —h(Y|Wa, XN (W), Wy, XN (W, W)+
is obtained by giving receiver 1, the cognitive receiver, (YN W, XY (W) + Ney

the signalS; = S™2* X; as side information. In the next NiwN NIoN wN
section we re-derive the different known outer bounds < h(YT'[Xy ) — (YT X5, X7T) + Ney
for the Gaussian cognitive channel as summarized in [14] =I(Y; XV |XY) + Ney

in a unified framework inspired by the derivation of (1

in [13]. P y (1) < N(I(Y1§ Xig|Xa2a) + GN)-



The rate of the primary user (user 2) is bounded by (2b@dundant due to (2c). The outer bound in (2) is known to

since: be achievable ivery strong interference, that is, if |b| >
NRy < H(W) landaa > (\/042 + 102 = 14 2pab + p? — p) where
< I(Wa; YY) + Nex a = +/P1/P> , holds for everyip| < 1. In this case the

capacity is achieved using a scheme where both receivers

_ N N N
=h(Yy") = h(Yy" W2, X5" (W2)) + Ney decode both messages. Notice that, in strong interference

< h(YF) = h(Y XY, X)) + Nen receiver 2 can decode both messages without imposing
= I(V; XN, XY) + Ney any rate penalty on the rate of receiver 1. Indeed, after
decodingWW,, receiver 2 can reconstruct¥ (W) and
< N(I(Y%XleX?G) + GN)- compute the following estimate of the receiver 1 output
For the sum-rate we use steps similar to those of [17], N N
A / Iy i Yyt - X N L N N
[13]. Let S; = bXy; + Z4,, where(Zy;, Z4,) is a jointly — +aXy +4/1— WZ ~ Y]

Gaussian random vector whose entries have zero mean

and unit power, and&[Z,,Z%,] = pz. The correlation N . .
coefficientp; € [—1,1] can be chosen to tighten theVAVhefre.lz mtJJt\f(O,I)tan%:ntc:]eper}denft?rl: everything else.d
upper bound. We have: similar statement wi e role of the users reverse

and for|a| > 1 is not possible since the knowledge of

N(Ry + Re) < HWy|W3) + H(W3) W, does not allow the reconstruction &f¥ (Wy, Ws).
< T(W YV W) + T(Wo; VoY) + N2ey Remark 111.3. In weak interference|§| < 1) the region
< I(Wy YN, SN[Wa) + I(Wa; YY) + N2ey in (2) reduces to [3, Th. 3.2], [15, Th. 4.1] as the

B N N wN N closure of the region is determined by the rates pairs

= h(¥y |]IV/V2’]‘§1 RE (W2)13[+ h(Sy LL%) for which (2a) and (2c) are met with equality [18, Ex.
—h(Y7", Sy [Wh, Wa, X57 (Wa), X" (Wh, Wa)) 4.3]. In this case the capacity is achieved using a scheme
+ h(yzN) — h(y'2N|W2) + N2en where the primary receiver treats the cognitive message

< WY, XN) + h(YR) — h(ZD, Z)N) + N2ey OS Interference.

— 1N XN SN XN + 1N XN, XY) + N2ew In the next section we develop simple achievable

strategies that are are within 1.87 bits from the outer

< N(I(Yl;X1G|lec + Z5;, Xoc) bound in (2) for any channel parametétsb, Py, P).
+1(Ya; X1c, Xog) + 26N)a IV. ACHIEVABLE SCHEMES
where we have used the fact that A. Weak interference (|| < 1)
h(ST | Wa, X5 (Wa)) = h(Y5Y [Wa, X3 (W2)). The outer bound (2) was shown to be achievable

in [3], [15] in weak interference. In this case the achiev-
able scheme employs dirty paper coding (DPC) at the
1 cognitive transmitter to “cancel” the known interference
R+ Ry < 3 log(1 + Py + 0> P1 + 2|p|/|b]2P1 ) generated by the primary user, and collaboration in the
transmission of the primary message in a MISO fashion.

Since the above bound is valid for apy we conclude
that

2 2 2 _
-+ min llog <1 Pzt (12 P )P1(2|b| +12 2|b|pz)) At the primary decoder the message of the cognitive
p-€[0,1] 2 (L= pZl[L+ (L = p?) 1] user is treated as noise. The interference due the primary
After substituting the optimal value gf, given by user at the receiver of the cognitive user is completely
B2+ 1 2)blpz . 1 cancgled by thg us_e of DPC.. _ _
argmmﬁ = min |b|7m While capacity is known in this regime, here we
Pz VA

. ) consider a very simple broadcast strategy that is an
we obtain that the sum-rate is bounded by (2c). W ajternative strategy to the capacity achieving one of [3],
Remark II1.2. In strong interferencelf] > 1) the region [15] and show that it is optimal to within bit for the

in (2) reduces to [14, Th.5 ] because the bound (2b) tmase of weak interferenc@é|? P, < P;) and weak signal



(|b|?Py > P»). In weak interference, the region in (2) carRemark IV.1. In strong interference the capacity outer

be re-written as [3], [15] bound in (2) can be further outer bounded by
1 1
Ry < S log (14 (1-p*P) (3a) By <5 log (1 + P1) (52)
1
Ry < llog 1+ |b|2P1 + Py + 2py/ |b|2P1P2 (3b) Ry + Ry < 5 log (1 +( /|b|2P1 + P2)2) (Sb)
=2 1+ bP2(1 — p*) P,

In the following we will use the fact that the poii

for p € [0,1]. Consider now a strategy in whichjs at most1/2 bit away from (5) since
transmitter 1 sends information to both receivers and

transmitter 2 is silent. This strategy is inspired by the 1 1+ (V]OPPy + VPs)? 1 1
achievability of (1) in [13]. WithX, = 0 and |t <1 318 —5 epp = < 5log(2) = 5.
we have a degraded broadcast chan¥igl— Y; — Y5,
whose capacity region is In the following we show achievable schemes that are
1 within a finite gap from the rate paiB. We divide the
R, < 3 log(1+ (1 — p?)P1) (4a) analysis into two cases.
1 1+ |b)2P; . a) Strzong interference (|b|2P1. > P) .and W(_aak
Ry <3lo (1+(1—p2)|b|2P1) (4b) signal (|b]>P, > P): We consider again a simple

broadcast strategy from transmitter 1 to both receivers
for p € [0,1]. Then, since (3a) and (4a) are the same fwith transmitter 2 being silent) and we show that it
everyp there is zero gap for the cognitive user (user 1) optimal to within1/2 bit per user. This strategy is
By considering the difference between (3b) and (4b), tfgain inspired by the achievability of (1). Witki; = 0

gap for primary user (user 2) is bounded as and |b| > 1 we have a degraded broadcast channel
X — Y3, — Y7, whose capacity is
1 Py 4+ 2,/[b]?P, P,
(3b) — (4b) < S log <1+ o 1 1+ P
2 1+ b2P R < 21 6
3|b|2p|| 1 L T2 TRen o
1 1 1 1
_ _ = C
s gls <1 1T |b|2P1) S glos® =1 Ry < Slog (1+ afb|*Py) (6b)

This shows that for weak interferendé|¢ P, < P;) and for a € [0,1]. If we seta = min{1,1/P;} in (6), then

weak signal [p|2P, > P) a superposition coding loosesthe gap for user 1 is

at most1 bit with respect capacity achieving DPC. 1 1 1

R - R = Z(1 + min{1,P}) < = log2 = =,

B. Strong interference (|b| > 1) 2 2 2
The corner points of the outer bound region in (2), i.eWhile for user 2 (using?, < [b]*Py and [b” > 1) is

the points for which the rate of one user is the maximum 2

possible, are obtained fgr=1 andp = 0. Forp =1 RP) — R < llog ( L+ 26"y >

1 - - . - 3 2 2 = 2 .
the rate pair 2 (14 P)(1 4+ |b?min{l, Pi})

< ma {110g< 206l? ) 110g< 2 )}
>~ X = , =
A= (0, % log (1 + (VbR + PQ)Q)) 2 1+1b]2) "2 1+ P

< l1og2 = 1
is achievable if transmitter 1 uses all its power to transmit 2 2
W5 in cooperation with transmitter 2 in a MISO fashionAs shown in Fig. 2, the achievable poi@tin (6) is at
For p = 0 we have most atl /241 = 1.5 bits from the outer bound. By time
) sharing between pointd andC, we have an achievable
B= (1 log (1+ Py), 1 log (M)) i region that is at most ahax{0.5,1.5} = 1.5 bits from
2 2 1+ P the outer bound in (2).



Point achievable
with a MISO strategy

Ri+ Ry < Slog (14 (0/Pr +vVT)*

original outer bound

Points shown
achievable C |

Fig. 2. G-CIFC with strong interference: solid line: outeulnd in (2);
dashed line: achievable region by time sharing among pdirgad C;
dotted line: outer bound in (5).

b) Strong interference (|b|>P; > P;) and strong
signal (Jb|?P1 < P,): The details of the proof for this

case can be found in [19] and are not reported hele

[10

(3]

[4]

(5]

(6]

(7]

(8]

El

for sake of space. The proving strategy is as for the
previous case. We show an achievable scheme for poit#l

C that is within 1.37 (combining the maximum gap
for Ry and the maximum gap foR;) from point B.
Then by time sharing betweeA and C' we have an
achievable region that is at most 1.37/2 =1.87 bits

[13]

from outer bound in (5). The achievable scheme is from
[5] and employs DPC at the cognitive receiver and
joint decoding at the primary receiver only. AIthougfl15

this achievable scheme does not reduce to superposition

coding, which is capacity achieving in the very strongi6l

interference as shown in [16], it is within a finite gap
from the capacity for any channel parameter.

[17]

V. CONCLUSIONS

Inspired by the recent results on the high-SNR deter-
ministic approximation of the Gaussian cognitive radifi8]

channel, we presented simple achievable schemes pro-

ducing an achievable rate region that lies within 1.87 ¢fg

a new generalized capacity outer bound.
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