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Abstract—We consider the issue of fairness in scheduler by [8]. Several other resource allocation strategies foNER
d_es_ign f_or distributed_cognitive radio networks_, (CRN). We frst gre proposed including [9], [10].
distinguish between intra- and inter-class fairness as a mailt The issue of faimess in designing schedulers for CRNs has

of hierarchical resource access right in a secondary speatm b lativelv | exolored. Most studies in the litawat
allocation regime. Further, we develop a timer mechanism to een relatively 1ess exp : st studies 1 iemtu

achieve round-robin, max-min and proportional faimess fa  including [11] and [12], simply focus on the issue of fairses
intra-class scheduling in a CRN. The case of inter-class faiess in resource allocation within the CRN, in a similar manner
is a addressed by defining a time bias to prioritize the resowe to |egacy networks. So far no quantitative model to gauge the
access of primary links. Numerical results show that propotional fairness in interaction of primary and secondary networs h

fair scheduling sustains a good level of performance for bdtintra . . . . .
and inter-class fairness. been proposed in the literature. The aim of this paper is to

Index Terms—Faimess, Scheduling, Spectrum Sharing, Virtual establish a framework to quantify intra and inter-clasanfess
Timer, Cognitive Radio Networks. pertinent to cognitive spectrum access regimes. Furthermo

mechanisms to materialize fair resource allocation siiese
in distributed CRNs will be developed in this study.

Our focus in this study is on scenarios where the secondary

In the span of a decade, Cognitive Radio (CR) has evolvedtwork employs a similar PHY standard to the primary users
from a theoretical concept [1] towards a real-life commanic of the band. Further, to utilize the licensed resources, @RN
tion platform serving a variety of applications. Standaation synchronized to the primary network in the resource alloocat
efforts, such as by IEEE 802.22 [2] and IEEE SCC41 [3process. The underlying assumptions in this setting catuoap
together with favorable regulatory reforms such as by tifer instance scenarios of femto-cell macro-cell coexisteim
Federal Communication Commission (FCC) [4] and simila&an UMTS Long Term Evolution (LTE) scenario. The plug-
bodies in other countries, are paving the way for a widend-play nature of femto-cell base-stations makes ddtaid
spread deployment of this promising technology. The magianning, widely employed in previous generations of datu
advantage of exploiting CRs is to facilitate accessing undeechnologies, a challenging task in LTE context. On the othe
utilized licensed spectrum bands without imposing prdiiei hand, if femto-cells posses CR capabilities they can detect
interference to the incumbent technologies. As such a GRe transmission of UMTS macro-cell and neighboring femto-
Network (CRN) should determine existence of spectrum holeslls and avoid interfering with them on a secondary spectru
determines its interfering effect on the existing primasgrs access basis. In this scenario the service provider is able t
of the band and accordingly adapts its transmission chetracket specific network control parameters, as will be disalisse
istics. The scheduling policy of a CRN is thus affected ndater in the paper, which determine the level of fairness
only by the RF environment within the CRN but also by theetween the primary (macro-cell) and secondary (femtt-cel
radio scene containing the primary network too. users of the band. It is therefore understood that primary-

Information-theoretic capacity limits of a CR channel wasecondary spectrum access scenarios, such as accessing TV
first studies by [5]. Further, the capacity of a link undewhite spaces or radar bands, in which the primary networks
received-power constraint at a third party receiver assgmiare not communication systems and can not accommodate
an AWGN channel, pertinent to primary-secondary spectrupnimary-secondary interaction control mechanisms areobut
sharing scenarios, was first analyzed in [6]. The extensfontbe scope of this study.
this analysis to fading channels was proposed in [7]. Sdhedu The rest of this paper is organized as follows. First we
ing mechanisms to approach these established CR capalityoduce our assumptions and notation in Section Il. The
limits were also studied in the literature. The existence gfoblem formulation for intra-class fair scheduling p@&
the so-called interference diversity gain when the reckivare introduced in Section lll. The case of inter-class cogni
power limit at the primary receiver is on the average power &ge fairness is addressed in Section IV. Extensive nurakric
opposed to the instantaneous received power was determiagdlysis of the proposed scheduling schemes are presented i

I. INTRODUCTION



Section V, before the paper concludes in Section VI. C. Utility Function and Related Definitions

Define the utility function of each link as its throughput,
Il. PRELIMINARIES: PROBLEM ASSUMPTIONS vy gnp

given by
We assume there exist in totéllinks in the network; a link B o
refers to a transmitter paired with a receiver. Links belogg U (R;,R_;) = R; = Z N log (1 + pt#?”) , (2
to the primary network are denoted by the §&f and those neER; 7i

in the secondary network are denoted By. Depending on wherep; ,, is the transmission powe, ,, is the channel gain
the context, some links might have a shared transmitter, et?etweeﬁ the transmitter and the reéeiver in linknd sub-

in a Broadcast Channel (BC), or a shared receiver, €.9., danneln and o? is the noise power at the receiverWe

a Multiple Access Channel (MAC). We propose usage Qfssyme a block fading channel model whereby the channel

a timer-based mechanism to achieve the resource allocatb%(i]ns are assumed fixed in each period, but randomly vary

goals _of _each Iink_. ) ) ) from one period to another. Two related functions of utjlity
Definition 1 a timer-based mechanism in this paper refe@(ploited in later sections. are defined below.

to a distributed means of resource allocation whereby thepgfinition 2 m-slot expected utility is defined as
resource admission control is realized by setting spedifiert
values for each coexisting link. These timers are set in a Ei=m {Ui (Ri,R—i)} =

distributed fashion and depend only on local information 1 t"il Ui (R (8), R_i (1)), Itm#0 3)
available at that node. Upon the expiry of this virtual tigner Mot ’
which may or may not be dependent on the resource-block Ui (R (to), R—_; (0)), If m=0,

value, the given link may initiate its resource access pioce for anym € N+ and wheret, is the arbitrary starting point

of averaging window.

) Definition 3 Maximal utility of link i is defined as
The set of all available resource blocks, shared among

the coexisting links, is denoted bR = {ry,rs, -+ ,7n}. U; = Z Elog <1+ pﬁng%n) (4)
While the resource blocks may correspond to time slots, N of )’
frequency bands, codes or any combination of them, we limit
the scope of the paper to the case of OFDMA-based systewisere R, C R denotes the (hypothetic) optimum set of
in which the resource blocks are sub-channels. The ressurgesource blocks for linki assumingno other links were
allocated to linki comprise the sefR;, where R; C R, competing to access those resource blocks.
Vi € {1,2,...,K}. The resources allocated to all links,
except linki are denoted byR _;, whereR_; C R. . INTRA-CLASS FAIR STRATEGIES

In this paper we only address scenarios whRrg )R _; = A. Round-Robin Fairness
0, i.e., each sub-channel is exclusively allocated to orlg lin A Round-Robin Fair (RRF) policy allocates a random but

primary or secondary, thus alleviating mutual interfeesinc equal-size set of resource blocks to each link, i.e.
the network. Further, assume each link has ordered the set

A. Resource Access

neﬁi

of sub-channels based on their channel gains into an ordefedm {|R1 ()|} = Emp {|R2 ()|} = -+ = B {|RK ()|},
setG;, thenth element of which is defined &; [n] = g;.n, (5)
whereg; ,, is the channel gain of sub-chanmefor link i. where|X| denotes the cardinality of the saf.

In practice a straight forward solution to address con-
B. Resource Allocation Time Frame straint (5) is used, whereby at each resource allocatioioger

We assume the resource allocation is repeated periodicélythe available resource blocks are allocated to one mafdo
and all the links are synchronized in the resource allonati§€'€cted link, resulting in a linearly increasing lengthtio¢
process. The possibly infinite set of the discrete time ieslic@Veraging window with respect to the number of coexisting

of primary network resource allocation process are given b#}“t& l.e.,m = K in (5), whereK is the total number of
inks.

P Lxr to + 2xT (1) A more complex RRF policy can be developed if at each
Y ’ ’ ’ resource allocation period several links are schedulel gat

wheret, is an arbitrary resource access instant. As mentionga a shorter averaging window the RRF policy is achieved. An

before, secondary network synchronizes its resource allod eresting extension of this multiple link scheduling epch

tion process with the primary. Designing the synchronarati IS whe_n the averaging w_mdow attains |ts_smalle_st possible
value, i.e.jn — 1in (5). This extreme averaging choice results

mechanism for our distributed network setting is out of thie an instantaneoufkRF resource allocation strategy and can
scope of this paper; existing work in this direction may bg . . 9y
implemented by allocating

found for instance in [13]. We note that the result obtaine
here may thus be seen as idealized, providing upper bounds

N . .
on what may be achieved in the absence of synchronization. [Reinst.il = {EJ , if K < min (K, N), ©)



resource blocks to a given link wherei € {1,2,..., K}, whereCyr is a constant which keeps the valuetpfshort
Rinst,i 1S the set of resources allocated to this link usingnough. To access the resources, all links start theiralirtu
instantaneous RRF policy arid is the number of scheduledtimer, given by (9) and upon expiry of their timer, they try to

links. Clearly,K < K and £ > 1 for the instantaneous RRF accessR,;| sub-channels out of ths available bands. If any

policy to be feasible. _ of the candidate sub-channels are already occupiedi livik
Timer Mechanism. In order to accomplish the RRF re-try to access one of the following lower-order sub-channels
source allocation in a distributed manner, a virtual timgfom the set of channelsj;. This process continues to either

tin = Crpp Is selected by link for accessing sub-channel access enough sub-channels by each link or if there are no
whereCj 5 is a random variable from a uniform distributionmore idle bands available.

over the interval0, ¢;,q.]. The value ofc,,,,. is chosen such

that the longest timer value is short enough compared wih tk- Proportional Fairness

rate of change in sub-channel gains. The last fairness paradigm studied in this paper is a
Depending on the desired period of RRF operation, ite., Proportional-Fair (PF) policy [15] which is defined as the

in (5), which consequently determines the valuekofn (6), result of a choice of resourcé®;, R _;), Vi € {1,2,..., K},

different number of links will be able to access the sharatbasych that for any other resource allocat(da;‘, ’R,*_Z) we have

in each resource allocation period. After expiry of its time X

each link will check the shared band to determine how many U (R}, R — U (Ri, R-;)

links have already been scheduled. This measurement may be Z U (Ri, R_;)

based on detecting the unique ID of each link, broadcasted

in their occupied sub-channels. The new link will only agce$rom (10), we see that this fairness policy results in an

idle sub-channels if the number of already scheduled lisks§9uilibrium where the sum of the proportional changes in the

at mostN — L%J Each scheduled link will not initiate its utility of all network links would be equal to or smaller than

<0. (10)

i=

timer again for a period ok x 7 (sec). the current allocation.
_ _ One can reach this equilibrium through the use of a normal-
B. Max-Min Fairness ized expected utility perspective [16]. The expected tyfifior

A Max-Min Fair (MMF) policy is the result of a resourcea given, fixedmis defined in (3). Then, define the normalized
allocation such that/; (R;,R_;), Vi € {1,2,...,K}, can expected utility of linki as
not be increased without decreasing the utility of at least P PPN
another link, sayj, who has an equal or lower utility value, 0 (RiR ) = Ui (R’“R—"')
ie., Uj (Rj, R_j) <U; (Ri, 'R,_L) [14] ' o Ei—m {Z/ﬂ (’R,z, ’R,fz)}

Assu_ming a fixed trapsmission power, for mat,hematiCWhere the maximal utility andrslot expected utility for link
tractability, the MMF policy can be implemented using are defined by (4) and (3), respectively

(11)

B Pgin Timer Mechanism. The PF scheduling policy prioritizes
Maximize Min > v log <1 + 7) , (7) links with higher value of normalized expected utility asegi
neR; ! by (11). Hence, the corresponding virtual timer value fokli
subject to is derived as,
. Cepr .
P < Phazi, Vie{l,2,...,K}. 8 ti=————— Vie{l,2,...,K}, 12
27; < Prna, { } ®) Ty Vet booo(2)

whereCpr is an arbitrary constant to scale the value of timers
as appropriate. Each link will check the availability of sub
channels after expiry of its timer and will follow a selfish
resource access procedure if idle sub-channels are deailab
Finally, at the end of resource allocation periogthe expected
utility in (3) is updated by [16],

has the lowest; in the absence of coexisting links, will also Ei=(m+1) {Ui (Ri, R—i)} =

have the lowest utility in presence of coexisting links,cein (1 = mxs ) Ei=m {Ui (Ri, R_0)} + iczlli (Ri, R i) -

Timer Mechanism. We note that MMF policy penalizes
links with higher utility in favor of those with lower utilt
Therefore, the virtual timer values should be selected thah
lower utility will have priority in accessing resource bksc
To this end, we can use the maximal utility defined in (4).

Let us defing = argmin U;. It is obvious that link; which

with a high probability there might exist at least one linkiwi (13)
a better chgnnel cond|.t|on .|n at least one gf ;‘ resource IV. PROBLEM FORMULATION: INTER-CLASS FAIR
blocks of link ¢, denying link ¢ of accessing that resource STRATEGIES

block.

Therefore, a reasonable virtual timer value to achieve MMF Resource allocation in a hierarchically-shared resoucce d
policy is given by main, as manifested by secondary spectrum access in a@gniti

R communication, brings about a new dimension of fairness,
ti =Cymr xU;, Vie{l,2,..., K}, (9) i.e., the interaction of primary and secondary networks. In



a synchronized spectrum sharing setting, such as coesésteimstantaneous RRF boasts the nearset utility distributmn

of femto-cell and macro-cell LTE base-stations, the primauniform distribution of utility in the network and thus may
network can set up a time advance in resource access fye-considered to be the fairest practically-feasible resou
cess to prioritize the primary links. The inter-class fasa access regime out of our alternatives. The PF policy alsssfar
is influenced by extent to which the primary network inwell from a fairness perspective, while both MMF and average
crease/decreases its priority in accessing the chann#i, vRRF achieve a similarly low fairness level as seen in Fig. 2.
respect to the secondary network. To this end we can defind=urthermore, the effect of the averaging window size,

the normalizediime biastowards primary,Y,, € [0,7, ], 0n the feasible Jain’s fairness index of RRF and PF schemes
as shown in Fig. 1, where, .,; and 7., denote the is demonstrated in Fig. 3. For shorter averaging periods,
contention time for primary and secondary links, respetfiv RRF policy approaches instantaneous RRF yielding a higher
During the contention period, each network follows specifi@irness level whereas longer averaging window values osmi
resource allocation guidelines to sustain certain intaasc average RRF with a significantly lower fairness index values
fairness goals. After determining the resource allcatiothe On the other hand, the performance of the PF policy is
contention period, allocated links will proceed to exchandess sensitive, but nevertheless decreasing, with inicgas

traffic during access period, denoted By,ccs and 7y qces- averaging window length, as clear from Fig. 3.
To capture the fairness-efficiency trade-off in inter-slas To analyze the inter-class fairness, we limit our attent®mn
domain, we define the inter-class fairness index by scenarios where both primary and secondary networks follow
S U (Ri, R_i) §imi|a_r intra—classschedul@ng poI_icies._The effect of normal-
icU, ized time-bias towards primary links, i.€l,,, on the average

Zinte'r—(:lass (Tp) = (14)

S U (Ri, R_ir)’ inter-class fairness index defined by (15), is depicted ¢n &i
i'eU, In this figure we have added a selfish scheduling policy for
Note that the utility value of primary and secondary link$l wi Comparison purposes, outlined in [17]. Somewhat surmigin
depend on the efficient or fair resource allocation strategy the selfish intra-class scheduling policy achieves the gsgh

is usedintra-class average inter-class fairness Wil ;e —ciass (Yp) < 1, with
We can also use a time-average of inter-class fairness indegecreasing utility a¥’, — 1.The MMF can only sustain a
defined as non-zero average inter-class fairness index wifign< 0.25.

_ Note that the performance of RRF does not depend on the
Linter—ctass (Tp) = Bemm {Zinter—ctass (Yp)} - (15)  feasible utility of links and thus is independent 6,
Therefore, the tweaking of two parameters will affect theiin
class fairness as defined in (15): these are the bias towards
primary usersY,, and the window of averagingn. As will A large number of studies have covered the resource allo-
be shown by numerical results, the aforementioned paraseteation problem in a cognitive radio networks (CRN) recently
will only demonstrate a rough level of control over interHowever, the issue of fairness in scheduler design for CRNs
class fairness, due to the decoupling of intra and intessclds relatively less explored. There is an inherent diffeesit
scheduling policies in an interweave cognitive regime. defining fairness for CRN compared with legacy systems due
to secondary spectrum access of CRNs. To this end we can dif-
V. NUMERICAL RESULTS ferentiate the intra- and inter-class fairness. Furthgrieving
The default settings for the numerical results reported #pecific intra and inter-class fairness policies in a disted
this section are as follows. We consider an isolated sqU@&N architecture requires novel scheduling mechanisms. In
cell of the size k1 Km®, where coexisting links are random-this paper we demonstrated feasibility of exploiting a time
uniformly distributed over the space. There are 25 subnechanism to achieve round-robin fair (RRF), max-min fair
channels shared among coexisting links, where for tradtabi (MMF) and proportional-fair (PF) intra-class scheduliAdso,
of results, the link throughputs are normalized to the sulre proposed a time bias measure to quantify the interacfion o
channel bandwidth. The channel pathloss with a patloss gfimary and secondary networks. Our numerical results show
ponent equal to 3, 3-dB log-normal shadowing and Rayleighat instantaneous RRF achieves the highest intra-classsa
fading with unit variance are taken into account. Each liak hwhile selfish scheduling sustains the highest inter-claissdss
23 dBm transmit power limit. The results are averaged ovRivel. A reasonable comprise can be achieved by selecting

5000 Monte-Carlo realizations of the scenario at hand.  proportional fairess with both a high level of intra- antkin
To compare the developed distributed scheduling policiggss fairness.

from a fairness perspective, we follow a more comprehensive
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