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Abstract—In this paper, we first present an outer bound for a In [2], an achievable rate region that combines dirty-paper
general interference channel with a cognitive relay, i.e.a relay  coding, beamforming and interference reduction techridsie
that has non-causal knowledge of both independent messages yajyed for the Gaussian SISO IFC-CR. In [4], the achievable

transmitted in the interference channel. This outer bound educes . £ 121 is further i d d t i
to the capacity region of the deterministic broadcast chanal and "€9i0n 0Of [2] is further improved upon and a sum-rate outer

of the deterministic cognitive interference channel the though bound is proposed; it is shown that it is possible to achieve
nulling of certain channel inputs. It does not, however, redce the degrees of freedom of a two-user interference-freeradlan
to that of certain deterministic interference channels forwhich  for a large range of channel parameters. In [3], an achievabl
capacity is known. As such, we subsequently tighten the bodrfor 546 yegion that contains all previously known achievabte r

channels whose outputs satisfy an “invertibility” condition. This . . ,
second outer bound now reduces to the capacity of the special '€910NS is proposed. To the best of the authors’ knowledge,

class of deterministic interference channels for which capcity ~outer bounds for the general (i.e., not Gaussian as in [4]} IF
is known. The second outer bound is further tightened for the CR have not yet been considered.
high-SNR deterministic approximation of the Gaussian chanel  Contributions. In this paper, we:

by exploiting the special structure of the interference. Weprovide 1) derive an outer bound for a general IFC-CR:

an example that suggests that this third bound is tight in at . .
least some parameter regimes for the high-SNR deterministi 2) note that the derived outer bound reduces to the capacity

approximation of the Gaussian channel. Another example shes  region of deterministic BCs [5], of deterministic C-IFCs],[6
that the third bound is capacity in the special case where the  but not to that of the class of deterministic IFCs studiedri [

are no direct links between the non-cognitive transmitters 3) tighten it for deterministic IFC-CRs whose outputs $gtis
Index Terms—cognitive channel, interference channel, broad- an “invertibility” condition as in [7];
cast channel, relay channel, deterministic channel, higisNR . . L . ..
deterministic approximation of Gaussian channels. 4) t|ght§n |t.even further for the high-SNR I|_near deterrsiiu
approximation of the Gaussian IFC-CR (just referred to as
I. INTRODUCTION high-S\R channel for short in the following), by generalizing
the approach of [7] to exploit the special interferencecttrre;

The interference channel with a cognitive relay (IFC-CR) i§y jjiystrate the achievability of this last outer bound fmme
a channel model of contemporary interest as it encompass&sameters of the high-SNR channel.

several multi-user and cognitive channel models. The IFgyganization. The rest of the paper is organized as follows:
CR consists of a classical two-user interference channel dtiqn | formally defines the channel model; Section il

which the two independent messages, each known at fi@sents our outer bound, and shows how it may be tight-

corresponding source node, are afsm-causally known at  gneq for certain deterministic IFC-CRs and for the high-SNR
a third transmitter node, which we term tieegnitive relay  cnannel; Section IV shows achievability of the tightenettou

and that serves only to aid the two source nodes in thejg ng for certain parameters of the high-SNR channel; and
transmissions. This five-node channel generalizes a nuatbeggtion v concludes the paper.

known channels including the broadcast (BC), the interfege

(IFC), and the cognitive interference channel (C-IFC). Il. CHANNEL MODEL, NOTATION AND DEFINITIONS

Past work. The IFC with a relay was first introduced in [1] \we consider the two-user IFC-CR depicted in Fig. 1, in
and [2], where the message knowledge at the relay WgSich the transmission of the two independent messages
obtained causally and non-causally, respectively. Inwosk W, € {1,2,...2NF:}, i € {1,2}, is aided by a single
we focus on thenon-causal version of the problem [2], cognitive relay, whose input to the channel has subserifithe
sometimes also referred to as the “broadcast channel W,lg]ay is non-causally cognizant of both messages. We assume
cognitive relays” [3], and thus we will not review the larg&|assical definitions for achievable rates, and capaciterin

body of work related to the causal (i.e., non-cognitiveayel 5,4 outer bound regions [8]. The notatid@’ valx
1,12 1

model. Ko Xe

represents theV-fold memoryless extension of the channel

The work of S. Rini and D. Tuninetti was partially funded by N8nder PYI-,Y2|X1 1 X2, Xer which describes the relationship between the
award 0643954, channel inputsX;, X», X. and the channel outpufs, Y>.



Wi X{V YlN Wy Remark 1: Th. lll.1 reduces to the capacity region of a
__'@ - deterministic BC whenX; = X, = () and to the capacity

of a deterministic C-IFC when eitheXy, = 0 or X; = 0.

XCN N However, Th. 1ll.1 does not reduce to the capacity region of
: PYLYQ\XLXLXC the class of deterministic IFCs studied in [7] wh&p = (. In
the following we thus develop additional rate bounds to cove
this latter case. O
Wiy Enc2 Xy YN [pec2 W B. Further bounds for a class of IFC-CRs
Fig. 1. The interference channel with a cognitive relay (ER). Consider, in the spirit of [7], IFC-CRs whose outputs sgtisf
Y1 = f1(X1, Xe, Vi2), Viz = g2(X2,Z1) :
The IFC-CR contains three well-studied multi-user chasnel H(Y1|X1, Xe) = H(Vi2|[X1, Xe) = H(Vi2|Xe), (2a)
as special cases: Yo = f1(X2, X, V21), Va1 = g1(X1, Z2) :
a) Interference channel (IFC): X, = 0); H(Y2| X2, Xe) = H(Va1]| X2, Xe) = H(Va1|Xe), (2b)
b) Broadcast channel (BC): 1?} = X3 =0; and where the functiong;, f», g1 andg. are deterministic, ané;
c) Cognitive channel (C-IFC): ifX, = () or X = 0. andZ, are “noise” random variables (RVs) independent of the

The largest known achievable rate region for the IFC-CRR, s Notice the invertibility conditions in (2a) and §2land

presented in [3] combines ideas from the achievable rgig. thatX; = X;(W,) is independent oy = X»(W5)).

regions of these three special channel models it subsumgg, tighten the outer bound of Th.III.1 as follows:
Outer bounds only exist for the sum-rate of the Gaussian SISO o ] ]
IFC-CR [4]. In the next section we derive an outer bound f(ﬁlg?égmtdghthelfféﬁé\;ﬁg #@'ﬂ(ﬁ? capacity region of the

the whole capacity region of a general IFC-CR.

R1 S (13‘)7 R2 S (1b)7 Rl + R2 S miH{(lC), (ld)}7 (3a)
IIl. OUTER BOUNDS FOR THEIFC-CR N uN NiSN ~ NN
We first deri ter b d lid f I | N(R1 + R2) < I(Vay; X))+ H(Y{ [Vay) — H(Vay | X7Y)
e first derive an outer bound valid for all memoryless = =
y + IV XN) + BN VY) - HUY|IXY),  (30)

IFC-CRs. We then tighten this bound by developing further
inequalities for a class of deterministic channels and ffier t
high-SNR channel in the spirit of [7]. Finally, we evaluater o
tightened bound for the high-SNR channel.

A. General IFC-CR outer bounds

Theorem IIl.1. If (R, Ry) lies in the capacity region of

the IFC-CR, then the following must hold for any Y7 and

Y> having the same marginal distributions as Y; and Y2,  where (3a) holds under the hypothesis of Th.III.1, and where

respectively, but otherwise arbitrarily correlated: ‘7217‘712 are conditionally independent copies of Vi, and
R1 < I(Y1; X1, X|Q, X2), (1a) Vk, that is, distributed jointly with (Q, X1, X2, X.) with

N(2R1 + Rp) < —H(VH|X{) - 2H(VY|X3)
+ HYN) + HYN VY, X)) + HYSY V)
+ IV XN + 1V X ), (3c)
N(Ri +2Rp) < —H(V{Y|X3') — 2H(V5Y | X{")
+ HYS )+ HYY VY, x) + HY N VY
+I(VaY X)) + 1V X2, (3d)

Ry < I(Y2§X27Xc|Q7X1)7 . (1b) P\721,\712\Q,X1,X2,XC = P‘721\Q,X1P‘712\Q,X2'
Bit Ry < 1(¥2; X3, X, XelQ) + 1(¥3; X1, XelQ, ¥, X2), (10) Proof: The proof may be found in [9]. n
Rt g < T(Y1; X0, X2, Xe|Q) 4 1(V2; X2, Xe @11, X0), - () pamark 2: The single-letterization of the outer bound in
for some input distribution Theorem 11I.2 is not straightforward: the terd‘l(Vié-V =
9{(X),Z;); X)) cannot be single-letterized using standard
Po.x1,x2.x. = PoPxy1oPxa 1@ Px 1%, %,0- arguments sinceX; and X, can have any joint distribution.
Proof: We only outline the proof here for sake of spacé-0r discrete alphabets, this term can be upper bounded as
The complete proof of this and all the other theorems in tHdV:}'; X&) < N min{H (V;;), H(X.)}. O
paper may be found in [9]. The outer bound may be thougRemark 3: When X, = {), the outer bound in Th. I11.2 reduces
of as the intersection of two C-IFC outer bounds [6] obtaind@ that of the deterministic IFCs considered in [7]. O

by non-causally providing one of the transmitters with the )
message of the other transmitter. For the sum-rates, siece ¢ Outer bound for the high-SNR IFC-CR

receivers cannot cooperate, the capacity cannot depertteon t The outer bound of Th. I1l.2 may be further tightened for the
correlation among the output signals, as first observed@h [Thigh-SNR IFC-CR. This channel, as developed in [7], models
for BCs. By giving a receiver as side-information a signaltth a Gaussian noise channel as the receive SNRs grow to infinity.
has the same marginal distribution as the other user’s gutplihe high-SNR channel is a deterministic binary linear clehnn
but that is otherwise arbitrarily correlated with its owrtjmut, with outputs:

we obtain the two sum-rate bounds. The same idea was used B 3 3

in [6] for the C-IFC and in [11] for cooperative IFCs. m Y, =8"""Xy @ 87X @ 87X, (4)



for u € {1,2}, where the inputs are binary vectors of length  Proof: The rate-bounds in the tightened version of
m £ max{ni1,n12, N1, N22, N1c, N2}, S is @ shift matrix of Th. 111.2 can be upper bounded by using the fact that the
dimensionsn x m, and$ denotes the binary XOR operationuniform distribution maximizes the entropy of a discrete
The high-SNR channel belongs to the class of determinis&Y [9] to obtain the rate region in (5). The multi-letter matu

IFC-CRs whose outputs are described by: information terms can be single-letterized as described in

R k2. [ |
Y1 = f1i(X1,01(Vie, Vi2)), Viz = g2(X2), Vie = hi(Xe), emar
Ys = fo( X2, 02(Vae, Va1)), Var = g1(X1), Vae = hao(X,), IV. ACHIEVING THE OUTER BOUND INTH. I11.3

for some deterministic functiongi, f, 1, ¢2, g1, g2, h1, ho While it remains to be shown that the outer bound of

and subject to the invertibility conditions in (2a) and (2b) Th.lll.3 is tight for the general high-SNR channel, in this

The capacity achieving strategy for the high-SNR channgction we demonstrate by example_ that it is achievable for
has provided insights on capacity approaching strategies €ertain channel parameters. We _c_onS|dertwo gxamples: Exam
the corresponding Gaussian channel, and has allowed B ! thestrong signal, mixed cognition and weak interference
determination of capacity to within a constant gap for thgegime at both decoders given by n;; > ni. > nip and
IFC [12] and C-IFC [13]. We hope that a similar result magi22 > 72c > n21; and Example II: theno-interference regime
be derived for the Gaussian IFC-CR using achievable schenf@sboth decoders given byn = ng = 0.
inspired by the high-SNR approximation. For the high-SNR

. . A Example |

channel, we tighten the rate bounds in (3) by replacin ) _ o
the term I(V{Y; XN) (resp. I(V{Y; X)) with T(VY; V) orollary IV.1. In the case of strong signal, mixed cognition
(resp.I(V{Y; V;Y)). This “substitution” ofX.. by its functions @nd weak interference at both decoders, the capacity is

V_lc :_h_l(Xc) and Vo, = ho(X,) is not ppssible in general Ri <ni1, Ra < na.
since it is not generally known how the inpit. affects the
channel outputs. Proof: It can be shown that the outer bound of Th.III.3

Remark 3: This step of tightening the bound highlights theeduces to the region in Corollary IV.1 whem; > ni. > nia
stumbling block in deriving outer bounds for general IF@ndnss > na. > no1 [9]. The formal proof of the achiev-
and BCs: in general we do not know tleeact form of the ability of the point (R;, R2) = (n11,n22) is provided in
interfering signal(s) at a given receiver for any possibleut [9]. We provide a sketch of the proof aided by the graphical
distribution. Assuming that the channel is deterministid &n  representation of the achievable scheme in Fig. 2. Our aim is
a certain way “invertible”, allows one to exactly determinéo highlight the innovative cooperation strategy impleteen
the interference. Notice also that in the tightened bounly the cognitive relay compared to the capacity achieving
“conditioning” on the interference generated By, at the strategies of the high-SNR IFC [12] and of the high-SNR C-
outputY;, given by V;; (rather than onX; itself), implies IFC [14].

that the interference has been removed without necessariljextensions of the IFC and C-IFC. In Fig. 2, the left section

decoding the message correspondingkip O represents the three channel inpiis, X., X» and the right
Evaluation of the tightened bound yields: section represents the channel outgitsind Y. Each output
Theorem I1I.3. If (Ry, R») lies in the capacity region of the is the modulo-2 sum of the three (down-shifted) inputs. The
high-S\R IFC-CR, then (blue,45° hatched) blocks in the upper-left section are the bits
Ri < max{ni1, n1c} (5a) Sent by user 1; the (red;45° hatched) blocks in the lower-

(5b) left section are the bits sent by user 2. The down-shifted
version of blue and red blocks appear on the right section.
When the cognitive relay is absent, our channel model rexiuce
to the high-SNR IFC of [12]. In this channel cooperation is
not possible and the transmission of one encoder produces

Rz < max{ng2,nac}
B+ Rz < lingy —nic#nor —nac) ([nll — max{niz, nic}] "
+ max{noz + nic, n2c + ni2})

+ 1{7L11 —Nic.=n21—N2c} (max{n22 y 21, n20}

= n21]) 5% interference at the non intended receiver. Receiver 1 wbser
Ri + R < Lngy —ngotnys—nie} ([n22 — max{nar, nac}|™ n11 —n12 of the (blue 45° hatched) bits from encoder 1 above
+max{ni1 + nze, e +n21}) the n1» (red, —45 ° hatched) bits from encoder 2. Decoder 1
F Lngs —nae=n1z—ni.} (Max{ni1, niz, nic} has no knowledge of the interference produced by encoder 2
+[n22 —n12]™) (3d) and thus is able to decode only the most significant— n,2
R1 + Ry < max{ni1 — n21,n12,n1c} + min{nic, n12} (blue,45° hatched) bits. Similarly, receiver 2 only decodes the
+ max{n22 — n12,n21,n2c} + min{nae, n21} (5¢) most significantnys — ne; (red—45° hatched) bits received
2R; + R < max{ni1,n12,n1c} above the interference. Without cognitive relay is possibol
+max{ni1 — n21,n12,n1c} + min{nic, ni2} achieve only(Ry, Rz) = (n11 — ni2, nas — nay).
+ max{ngg — n12,n21,n2c} + min{nac, na1 } (=) When the cognitive relay is present, it can pre-cancel the
Ri 4 2Ry < max{na2,n21,n2c} interference experienced by one decoder, as in the high-SNR
+ max{n11 — n21,n12,n1c} + min{nic, n12} C-IFC [14]. Let the input of the cognitive relay (mid-sectio

+ max{nzz — n12,n21,n2c} + min{nzc,n21}. (59)  on the left side) be non-zero only in the blue shaded block.



X, o1 Y, R1 + Ry <max{ni1,nic} + max{nag, nac — nic}.
' e e Remark 4: The region in Corollary IV.2 i h
% > 1 emark 4: The region in Corollary IV.2 is a case where
S— 7 v n11 Th.11l.1 and Th.1ll.2 coincide. In this case, if in additi@ither
X. 5 H%% n11 = 0 or nay = 0, the region reduces to the capacity region
Noc S e of the high-SNR C-IFC determined in [6]. O
| i % Y; Proof: It can be easily seen that the outer bound of
X, 7L1?{ - Zh.l!ireit:}t(:je; to>tr711e re>g;;)n in Corollary IV.2 when; >
lc 12 22 2c 21-
nm{ z® %@§}n” We divide the achievability proof into three subcases. The
- = achievability proofs of the first two cases below are avadab
Fig. 2. Capacity achieving scheme for Example |. in [9]. The remaining achievability proof is presented drap

ically using the block representation introduced in Sectio
IV-A. We note that all achievability proofs operate over a
By placing in the blue-shaded block the samg (blue, single channel use. All proofs are by inspection rather than
45° hatched) bits that interfere at decoder 2, the relay prgarough the systematic and judicious choice of RVs in a
cancels the interference at this user’s receiver. The eable general achievable rate region such as that of [3]-a toffic le
rates in this case ald;, R2) = (n11 —ni2,n22). In a similar  for future work.
manner, the cognitive relay can pre-cancel the interferenc e« Capacity for weak cognition at both decoders:when
generated by user 2 at receiver 1 by using the red-shadeki blag, > n;. andn,; > ny. the cognitive linksni. and na.
(mid-section on the left side in Fig. 2). With this strategyonvey fewer clean bits than both direct links; and ng
we pre-cancel the interference at a single decoder only ar@pectively, and the outer bound reduceskio< ni;, Ry <
we improve the rates with respect to the case where the,, achieved by keeping the cognitive relay silent.
cognitive relay is absent; however, we are unable to achieves Capacity for strong cognition at both decoders:when

(R1, R2) = (n11,n22). ni1 < Nie, Nz < nge the cognitive linksn;, andny. convey
A unique scheme for the IFC-CR. To achieve the outer more clean bits than both direct links; andn, respectively,
bound (R, R2) = (n11,n22), we must be able to pre-and the outer bound simplifies to

cancel the interference at both decoders simultaneously. T

do so, let the cognitive transmitter send the sum of the mput Ri < e, Rz <moc

that grant the pre-cancelation of the interference at alesing?: + Rz < min{max{na. + n11,n1.}, max{ng + nic, nac}}.

?rizoijg; IH:I:[,C;Z%)XS(I)?CESIC EEEF(ibIU§5 Vr\]/ﬁ;d:sg) iinﬂtogttr;ﬁeln [9] the corner points are achieved by having the two
: 9. = put ¢ primary users send all the available clean bits along the

cognitive relay,Y; is the XOR of the signal from transmitter 1respective direct links, and the cognitive relay util  ost

and a shifted version of the interference at decoder 2 (purpl; ="~ . o L

cross hatched block). Decoder 1 is able to decode this se significant bits to send bits for one user above the its direct

bits sincen: > n énd remove it fromy:. Transmitter 2 tIin , attaining the single rate bound, and may use (parts of)

L Tie RN ion s least significant bits to convey clean bits to the otharus
operates in a similar manner by decoding a shifted version O L . . o
without creating interference with the direct transmiesio

the interference at receiver 1 and adding ifr{oto obtain the . ..
. ; e Capacity for strong cognition for one decoder and
message transmitted by encoder 2. This shows that the rate o ’
. . weak cognition at the other: whenni; > nic, nos < nac
(Rl,Rg) = (nll,ngg) is achievable. = . .
.. i .. the cognitive linkn;. conveys less clean bits to decoder 1 than
The cognitive relay effectively trades an unknown inter; : : ] !
. . . the direct linkn1; the reverse is true fong,. andnse. The
ference term with a known one that each receiver is ab € nditionn < T nas > na. iS obtained by switching the
to decode. This strategy generalizes to the case when 1> Tes 122 = T2e y g

: 2 : : rolé of the users. In this case, the outer bound becomes:
pre-coding by the cognitive relay against the interfereate

one decoder may be decoded by the other. We are currently R <ni1, Ry < nog
|Snevt(;,\i_:,]t§|]gat|ng the applicability of this idea in a more geaaler Ry + Ry < nq1 + max{naz, nac — Nic}-
We again try to achieve the two corner points, but in this case
B. Example I each requires a different achievability scheme. We derate t
In this example we show that the outer bound of Th.1I1.3 i§inary vector ofz;p bits for user: as b/“r . Similarly (b;)7,
tight in the absence of interfering linka; s = na; = 0. indicates the bits between positi@gnand j of b;. We use0’

] ] ] to indicate a vector of length of all zeros.
Corollary IV.2. The capacity of the high-SNR channel without oy point 1: To achieve the corner point where the rate

interfering links is bound for R; meets the sum rate outer bound:

Ry < max{nii,nic} Re < max{nas,nac} i) Transmitter 1 sends,; bits to receiver 1 as

Ry + Ry < max{nss, noc} + max{nii,nic — nac} X = [by 0",



Xl 1 c 2 }/1 X1 n - 1 c 2 )/1
ni1 . H . [M1C -N2c+Naa |t
, ) 0| e
X, [ @D B X, (CTH B
(& N c & -
NQC{nIC{ Y, nlc{ﬂac{ ®§
oy — [Mae — nycl 1+ Y-
X, [n2s — [nac — micl]?] X - 2
S L Ccm | Bomp
22 B & - Fnec-mic

Fig. 3. The case of strong cognition for one decoder and wegkition at Fig. 4. The case of strong cognition for one decoder and wegkition at
the other, achievability scheme for corner point 1. the other, achievability scheme for corner point 2.

i) The cognitive relay send§iz. — n1]* bits in the least channel models it encompasses: the deterministic brofadcas
significant bits from the cognitive relay to receiver 2 withho channel, certain deterministic interference channels, the
creating interference at receiver 1 as deterministic cognitive interference channel. Our resldave
multiple interesting open questions. We are currently stive
gating whether the presented high-SNR outer bound is tight
iii) Transmitter 2 sendsngs — [noe — n1c|t]* bits to be in all parameter regimes. Outcomes and insights obtained fo

received above the bits broadcasted from the cognitivey ref@e general high-SNR capacity region will be then used to

Xc = [17[277126_77116]Jr 0m7[n2£7n1a]+]7

at receiver 2 as possibly determine a constant gap between an inner and our
2 — o]+ [rva—[mae —mne] 1TF | [ outer bound for the Gaussian channel-a result that would
c—MNic - c—Nic m—|ng2—|[N2c—"Nic . . .
Xo = [(b2) 2000 o™i mlzem el ] generalize numerous “constant gap” results including diat
Fig. 3 graphically illustrates the scheme. the interference and cognitive interference channels.
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