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Simplest form of Cooperation (in Gaussian)

e AWGN relay channel “Cooperation ”

Various links carry

:‘ 4 same message!

e Decode and Forward (DF)

All use random coding!

e Compress and Forward (CF)

Lattice versions?
e Amplify and Forward (AF)
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Central contribution

e AWGN relay channel

* Decode and Forward (DF) — lattice codes achieve DF rate of random

Gaussian codes [Song, Devroye "List decoding for nested lattices
and applications to relay channels” Allerton 2010]
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Outline - a lattice CF scheme

e | attice notation

e Compress and forward review

o Lattice (X+Z1, X+Z2) Wyner-Ziv coding scheme

e | attices achieve CF rate for AWGN relay
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Lattice notation
e A={A=Gi:ieZ"}, G the generator matrix

o [attice quantizer of A:
X) = n || X — A
Q(X) = arg I}\nem‘ | |

e x mod A :=x — Q(x)

e fundamental region V := {x : Q(x) = 0} of volume V

e second moment per dimension of a uniform distribution over V:

1 1
o2(A) ::V.E/VHXWX
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Nested lattice codes

e Nested lattice pair: A C A. ( A is Rogers-good
and Poltyrev-good, A, is Poltyrev-good )
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Nested lattice codes

e Nested lattice pair: A C A. ( A is Rogers-good
and Poltyrev-good, A, is Poltyrev-good )
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e The (dithered) code book * C={A.NV(A)} %
Is used to achieve the capacity of AWGN channel and
used to achieve the quadratic Gaussian R(D) in [Erez,

Litsyn, Zamir, Trans. IT, 2005] [Erez+Zamir, Trans. IT, 2004]
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Nested lattice codes

e Nested lattice pair: A C A. ( A is Rogers-good
and Poltyrev-good, A, is Poltyrev-good )
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used to achieve the quadratic Gaussian R(D) in [Erez,
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Outline - a lattice CF scheme

e | attice notation

e Compress and forward review
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Compress and forward (CF)

e DF limited by need to decode atrelay R < I(X1;YRr|XRr)

e CF is NOT limited in this fashion

Yr — 1//2 Wyner Ziv
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direct link side-information ————
combine with direct link

Monday, October 17, 2011



Block 1

Block 2

Block 3

Block 4

Encoding

o

5171,1(?111)

Compress + forward

@/@9\:@

Decoding

@/®\:@

UIC Department of Electrical
A e and Computer Engineering

COLLEGE OF ENGINEERING

Monday, October 17, 2011



Block 1 Block 2 Block 3 Block 4

Encoding

Q_:/'®\‘ r1,1(wr)

-

Compress + forward

Wr1 — y/};,l(’h)
@/®\=@
Decoding

@/®\:@

UIC Department of Electrical
A e and Computer Engineering

COLLEGE OF ENGINEERING

Monday, October 17, 2011



Block 1

Block 2

Block 3

Block 4

Encoding

o

5171,1(?111)

Compress + forward

YR,1
1 »@

— y/};,l(il)

ZIZR71(1)

Decoding

@/®\:@

UIC Department of Electrical
A e and Computer Engineering

COLLEGE OF ENGINEERING

Monday, October 17, 2011



Block 1

Block 2

Block 3

Block 4

Encoding

o

5171,1(?111)

Compress + forward

YR,1
1 »@

— y/};,l(il)

ZIZR71(1)

Decoding

@/'@)\:@ Y2.1 — TR,

UIC Department of Electrical
A e and Computer Engineering

COLLEGE OF ENGINEERING

Monday, October 17, 2011



Block 1

Block 2

Block 3

Block 4

Encoding

o

5171,1(?111)

5171,2(?112)

Compress + forward

YR,1
1 »@

— y/};,l(il)

ZIZR71(1)

Decoding

@/'@)\:@ Y2.1 — TR,

UIC Department of Electrical
A e and Computer Engineering

COLLEGE OF ENGINEERING

Monday, October 17, 2011



Block 1

Block 2

Block 3

Block 4

Encoding

o

$1,1(w1)

$1,2(w2)

Compress + forward

YR,1
1 »@

— y/};,l(il)

ZIZR71(1)

Yr,2 — y/§,2(732)

Decoding

@/'@)\:@ Y21 — TR,

UIC Department of Electrical
A e and Computer Engineering

COLLEGE OF ENGINEERING

Monday, October 17, 2011



Block 1

Block 2

Block 3

Block 4

Encoding

Q_:/'®\‘ 1,1 (w1)

-

$1,2(w2)

Compress + forward

S .
G/'@)\A YrR1 — yR,l(’M)
1 >@ ZBR71(1)

Yr,2 — y/§,2(732)

rRr2(l1)

Decoding

@/'@)\:@ Y21 — TR,

UIC Department of Electrical
A e and Computer Engineering

COLLEGE OF ENGINEERING

Monday, October 17, 2011



Block 1

Block 2

Block 3

Block 4

Encoding

o

$1,1(w1)

$1,2(w2)

Compress + forward

YR,1
1 »@

Decoding

S . S .
— yR,l(Zl) Yr,2 — yR,2(Z2)
rr1(1) TR 2(i1)
JR1

@/'@)\:@ Y21 — TR 1

UIC Department of Electrical
A e and Computer Engineering

COLLEGE OF ENGINEERING

Monday, October 17, 2011



Block 1

Block 2

Block 3

Block 4

Encoding

5171,1(?111)

5171,2(?112)

Compress + forward

S .
G/'®\A Yr1 — yR,l(’M)
1 >@ ZER71(1)

Yr,2 — y/§,2(732)

rRr2(l1)

Decoding

@/®\:@

Combine

UIC Department of Electrical
A e and Computer Engineering

COLLEGE OF ENGINEERING

Monday, October 17, 2011



Block 1 Block 2 Block 3 Block 4
Encoding
C/'®\‘ 5171,1(?111) 5171,2(?112)
1 »@

Compress + forward

YR,1
1 »@

— Jr1(i)|yre — R2(is)

ZIZR71(1)

rRr2(l1)

Decoding

@/®\:@

Combine

Y22 — TR,2

UIC Department of Electrical
A e and Computer Engineering

COLLEGE OF ENGINEERING

Monday, October 17, 2011



Block 1 Block 2 Block 3 Block 4
Encoding
C/'®\‘ r1,1(w1) T1,2(w2) r1,3(w3)
1 >(2)

Compress + forward

YR,1
1 »@

— Jr1(i)|yre — R2(is)

ZIZR71(1)

rRr2(l1)

Decoding

@/®\:@

Combine

Y22 — TR,2

UIC Department of Electrical
A e and Computer Engineering

COLLEGE OF ENGINEERING

Monday, October 17, 2011



Block 1 Block 2 Block 3 Block 4
Encoding
C/'®\‘ r1,1(w1) T1,2(w2) r1,3(w3)
1 >(2)

Compress + forward

YR,1
1 »@

— Jr1(i)|yre — R2(is)

ZIZR71(1)

rRr2(l1)

YR,3 — y/\&g(?ﬁ)‘

Decoding

@/®\:@

Combine

Y22 — TR,2

UIC Department of Electrical
A e and Computer Engineering

COLLEGE OF ENGINEERING

Monday, October 17, 2011



Block 1 Block 2 Block 3 Block 4
Encoding
C/'®\‘ r1,1(w1) T1,2(w2) r1,3(w3)
1 >(2)

Compress + forward

YR,1
1 »@

— Jr1(i)|yre — R2(is)

ZIZR71(1)

rRr2(l1)

YR,3 — y/\&g(?ﬁ)‘

rr.3(i2)

Decoding

@/®\:@

Combine

Y22 — TR,2

UIC Department of Electrical
A e and Computer Engineering

COLLEGE OF ENGINEERING

Monday, October 17, 2011



Block 1 Block 2 Block 3 Block 4
Encoding
C/'®\‘ r1,1(w1) T1,2(w2) r1,3(w3)
1 >(2)

Compress + forward

YR,1
1 »@

— Jr1(i)|yre — R2(is)

ZIZR71(1)

rRr2(l1)

YR,3 — y/\&g(?ﬁ)‘

rr.3(i2)

Decoding

@/®\:@

Combine

Y22 — TR,2

YR,2

UIC Department of Electrical
A e and Computer Engineering

COLLEGE OF ENGINEERING

Monday, October 17, 2011



Block 1 Block 2 Block 3 Block 4

Encoding
C/'@\ 51?1,1(?111) 51?1,2(?112) $1,3(’w3)
1 »@

Compress + forward
YRrR1 — yR,l(’&l) Yr2 — yR,2(Z2) Yr,3 — yR,3(’&3)

o

rr1(1) TR 2(i1) TR, 3(i2)

Decoding

@/®\:@

Combine —~= Combine

UIC Department of Electrical
A e and Computer Engineering

COLLEGE OF ENGINEERING

Monday, October 17, 2011



Block 1 Block 2 Block 3 Block 4

Encoding
C/'@\ 51?1,1(?111) 51?1,2(?112) $1,3(’w3)
1 »@

Compress + forward
YRrR1 — yR,l(’&l) Yr2 — yR,2(Z2) Yr,3 — yR,3(’&3)

o

rr1(1) TR 2(i1) TR, 3(i2)

Decoding

@/'@)\:@ 2,3 — LR,3

Combine —~= Combine

UIC Department of Electrical
A e and Computer Engineering

COLLEGE OF ENGINEERING

Monday, October 17, 2011



Block 1 Block 2 Block 3 Block 4
Encoding
C/'@\ r11(wr) r1 2(w2) 1 3(ws3) r14(1)
1 »@

Compress + forward
YR,1

o

— Jr1(i)|yre — R2(is)

ZIZR71(1)

rRr2(l1)

YR,3 — y/\&g(?ﬁ)‘

rr.3(i2)

Decoding

@/®\:@

Combine

Combine

UIC Department of Electrical
A e and Computer Engineering

COLLEGE OF ENGINEERING

Monday, October 17, 2011



Block 1 Block 2 Block 3 Block 4
Encoding
C>//)$:l\\\. r11(wr) r1 2(w2) 1 3(ws3) r14(1)
1 »@
Compress + forward
Wr1 — y/};,l(il) YRr,2 — y/§,2(i2) YR,3 — y/\R,S(iS)‘

M@)\:@ TR1 (1) xR,2(7:1) xR,B(Zé) CI?R,4(i3)

Decoding

@/®\:@

Combine

Combine

2,3 — LR.,3

UIC Department of Electrical
Ao sds: and Computer Engineering
COLLEGE OF ENGINEERING

Monday, October 17, 2011



Block 1 Block 2 Block 3 Block 4

Encoding
C/'@\ r11(wr) r1 2(ws2) r1 3(ws) r1.4(1)
1 »@

Compress + forward
YRrR1 — yR,l(’&l) Yr2 — yR,2(Z2) Yr,3 — yR,3(’&3)

o

rr.1(1) rRr2(l1) TR,3(i2) TR.4(i3)

Decoding

@/'@)\:@ 2,3 — LR,3

Combine —~= Combine

YR.3

UIC Department of Electrical
Ao sds: and Computer Engineering
COLLEGE OF ENGINEERING

Monday, October 17, 2011



Block 1 Block 2 Block 3 Block 4

Encoding
C/'@\ r11(wr) r1 2(ws2) r1 3(ws) r1.4(1)
1 »@

Compress + forward
YRrR1 — yR,l(’&l) Yr2 — yR,2(Z2) Yr,3 — yR,3(Z3)

o

rr.1(1) rRr2(l1) TR,3(i2) TR.4(i3)

Decoding — —

/ / E3
1 ~(2) Y2,1 IR Y22 — TR 2,3 — TR

Combine —~= Combine "~ Combine

UIC Department of Electrical
Ao sds: and Computer Engineering
COLLEGE OF ENGINEERING

Monday, October 17, 2011



Key issue in CF: how to compress?

Yr=X1+ 4R
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Outline - a lattice CF scheme

e | attice notation

e Compress and forward review

o Lattice (X+Z1, X+Z2) Wyner-Ziv coding scheme
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The (X+Z1, X+Z£2) Wyner-Ziv problem

e Gaussian Wyner-Ziv (X + 71, X + Z5)
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The (X+Z1, X+Z£2) Wyner-Ziv problem

X + £

@ X + Z5
P

e Gaussian Wyner-Ziv (X + 71, X + Z5)

e in [Zamir,Shamai,Frez, 2002/ demonstrated a lattice scheme for Gaussian (X +
7, X) Wyner-Ziv which is fully general
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The (X+Z1, X+Z£2) Wyner-Ziv problem

X + £

X @LV@ X + Z5
—

e Gaussian Wyner-Ziv (X + 71, X + Z5)

e in [Zamir,Shamai,Frez, 2002/ demonstrated a lattice scheme for Gaussian (X +
7, X) Wyner-Ziv which is fully general

e demonstrate (X + 21, X + Z5) for completeness
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[0 _— —_— y (8 _— .
1 1 + PP+]\]]\2fz ’ P T 2

The (X+Z1, X+Z£2) Wyner-Ziv problem

Theorem. The following rate-distortion function for the lossy compression of the
source X + Z; subject to the reconstruction side-information X + Z5 and squared

error distortion metric may be achieved using lattice codes:

2
1 OX17,|X+2Z5
R(D)§log< Dl ), O§D§0§(+Zl|x+22
1 Ny + 2% PN,
— — ] Z < D<N
9 Og< D ) O_ = 1_|_P_|_N27

and O otherwise.
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1 Ny + PNy 2 P+ N,

The (X+Z1, X+Z£2) Wyner-Ziv problem

Theorem. The following rate-distortion function for the lossy compression of the
source X + Z; subject to the reconstruction side-information X + Z5 and squared

error distortion metric may be achieved using lattice codes:

2
1 OX 472, |1X+Zy
R(D)§log< Dl ), O§D§0§(+Zl|x+22

1 Ny + 2% PN,

= —1] 2 O< D<N
20g< D ’ sPshMt oo

and 0 otherwise.
U
Y =X+7 | X
>0~ Q¢ ) ~mod A———

Encoding (function f(-))
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| D P
[0 _— —_— , (8 _— .
1 1 + PP+]\]]\2f2 ’ P T 2

The (X+Z1, X+Z£2) Wyner-Ziv problem

Theorem. The following rate-distortion function for the lossy compression of the
source X + Z; subject to the reconstruction side-information X + Z5 and squared
error distortion metric may be achieved using lattice codes:

2
1 OX 472, |1X+Zy
R(D)§log< Dl ), O§D§0§(+Zl|x+22

1 Ny + 2% PN,

= —] 2 O< D<N
20g< D ’ sPshMt oo

and 0 otherwise.
v ~U
Y =X+Z7 | X ~
L~ Q) Hmod A1

=®—>?—> mod A~ —&—— Y

1 I
—OélOéQ(X ZQ) Oég(X ZQ)

Encoding (function f(-)) Decoding (function g(-,-))
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Comparison with [Zamir, Erez, Shamai, 2002]

=y+z

N

u encoder i u decoder
@ Ql() mod A2 V2 @ @ mod A2
_ ) T

0

dithered quantization error

N\

A
W

17

A
X

a_>—=()
y

/

side info

Fig. 5: Wyner-Ziv encoding of a jointly Gaussian source using nested lattice codes. At high resolution o = 1.
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Comparison with [Zamir, Erez, Shamai, 2002]

17

u encoder i u decoder
. /l\ Q1(-) L =| mod A, v /l\ (T)~| mod A etk
g [ =D~ 2 = a_>—=(D)
L -, |
e N _—

dithered quantization error

side info

Fig. 5: Wyner-Ziv encoding of a jointly Gaussian source using nested lattice codes. At high resolution o = 1.

Y=X+2; l

>~ Qu( ) —mod A

\

Encoding (function f(-))

—051042(X ZQ) Oéz(X

o -{mod iy ——

o

Zs)

Decoding (function g(-, -))
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Comment on (X1, (X9

Y=X+2; l

’D_’@* Qq(

) =mod A

D P

a1 = 1— ’
\/ N1 + PP+]\]]\2[2

a9 P—I—NQO

U

Encoding (function f(-))

-D—P—mod A

|

— (109 (X -+ ZQ)

_.abl%.ef* 1%

s (X + Zs)

/

Decoding (function g(-,-))

X -+ Z1 — OéQ(X—|— Z2) -+ (1 — OéQ)X—|— Z1 — OéQZ2,
P then X +Z2 L (1 —an)X +Z1 — asZo

— choosing ay =

P+ N3’
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Comment on (X1, (X9

Y=X+2; l

’D_’@* Qq(

)

~mod A

D P

a1 = 1— ’
\/ N1 + PP+]\]]\2[2

a9 P—I—NQO

U

Encoding (function f(-))

-D—P—mod A

|

— (109 (X -+ ZQ)

_.abl%.?* 1%

s (X + Zs)

/

Decoding (function g(-,-))

X -+ Zl — OéQ(X—|— Z2) -+ (1 — OéQ)X—|— Z1 — OéQZg,
then X -+ Z2 1 (1 — &Q)X -+ Z1 — OZQZZ

— choosing ay =

P
P+ N3’

source coding MMS]
channel coding MMS]

.
V)

coeflicient

H coeflicient
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! D P
a1 = — , oy — .
j”1+PP+]\J[\212 P+ N

Comment on (X1, (X9

U | ' U
Y =X+ 74 l X,
el &—@—~mod A+ >—&——~ Y
1 I

>~ Qu( ) mod A

. |

—OleéQ(X —+ ZQ) ()éQ(X —+ ZQ)

/

Encoding (function f(-)) Decoding (function g(-,))

X -+ Zl — OéQ(X -+ Z2) -+ (1 — OéQ)X -+ Z1 — OéQZg,

— choosing oy = 5, then X+ Zg L (1 — a2)X 4+ Zy — asZs

— o = source coding MMSE coefficient Lose if do not
} pick these

optimally

— a9 = channel coding MMSE coeflicient
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Outline - a lattice CF scheme

e | attice notation

e Compress and forward review

o Lattice (X+Z1, X+Z2) Wyner-Ziv coding scheme

e | attices achieve CF rate for AWGN relay
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A Lattice CF scheme

@

Theorem. For the three user Gaussian relay channel described by the input/output
equations Yr = X7 + N at the relay’s receiver and Yy, = X1 + Xr + Ny at the des-
tination, with corresponding input and noise powers P;, Pr, Nr, No, the following
rate may be achieved using lattice codes in a lattice Compress-and-Forward fashion:

1 Py P, Pp
R<—-log|1+ —+ .
2 No  PiNgr+ PiNo+ PrRNR + NrNo
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A Lattice CF scheme @F @>\@

Theorem. For the three user Gaussian relay channel described by the input/output
equations Yr = X7 + N at the relay’s receiver and Yy, = X1 + Xr + Ny at the des-
tination, with corresponding input and noise powers P;, Pr, Nr, No, the following
rate may be achieved using lattice codes in a lattice Compress-and-Forward fashion:

1 Py P, Pp
R<-log|1l+—+ .
2 No  PiNgr+ PiNo+ PrRNR + NrNo

same as that achieved by Gaussian codes in the
CF scheme of [Cover, EI Gamal, 1979]
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Block 1 Block 2 Block 3 Block 4

Encoding
C/'@\ r11(wr) r1 2(ws2) r1 3(ws) r1.4(1)
1 »@

Compress + forward
YRrR1 — yR,l(’&l) Yr2 — yR,2(Z2) Yr,3 — yR,3(Z3)

o

rr.1(1) rRr2(l1) TR,3(i2) TR.4(i3)

Decoding — —

/ / E3
1 ~(2) Y2,1 IR Y22 — TR 2,3 — TR

Combine —~= Combine "~ Combine

UIC Department of Electrical
Ao sds: and Computer Engineering
COLLEGE OF ENGINEERING
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Encoding Block b

z1 p(wp)

UIC Department of Electrical
A se: and Computer Engineering

COLLEGE OF ENGINEERING
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Encoding Block b

rate R
1,5 (W) w < t1, Ay C App,0%(A1) = Py

UIC Department of Electrical
A se: and Computer Engineering

COLLEGE OF ENGINEERING
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Encoding Block b

rate R
1,5 (W) w < t1, Ay C App,0%(A1) = Py

A

Yr.b — YR.b(%b)

send g p(1p—1)

UIC Department of Electrical
T s gnd,Cqmputer”_Engineering
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Encoding

Block b

z1 p(wp)

/\

Yr.b — YR.b(%b)

send LR.b (ib—l)

rate R
w < t1, Ay C Ay, 0% (M) =P

compression A C A%
52 _ N
rate R 0(A) = Nrp+ 5155 + D
i —tr, Ar C A¢r
rate ' 0*(Ag) = Pg

~ UIC Department of Electrical
HEeEs and Computer Engineering
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Encoding

(®)
i =0
o ®\=@
Decoding

Block b

z1 p(wp)

/\

Yr.b — YR.b(%b)

send LR.b (ib—l)

Block b-1

rate R
w < t1, Ay C Ay, 0% (M) =P

compression A C A%
52 _ N
rate R 0(A) = Nrp+ 5155 + D
i —tr, Ar C A¢r
rate ' 0*(Ag) = Pg

Block b

~ UIC Department of Electrical
HEeEs and Computer Engineering
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Encoding Block b

rate R
e xl,b(wb) w < tl, Al Q Acl,O'Q(Al) = P1
- -2 - qompression A C A%
YR,b — YR,b(Ib) rate R 0%(A) = Nr + $25% + D
C/'®\ send TR p(1p—1) i« tr, Ar C A¢r
1 ~(2) rate ' 0*(Ag) = Pg
Decoding
Block b-1 Block b

o YZ/,b—l = X17b_1 -+ Z2

~ UIC Department of Electrical
ez and Computer Engineering
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Encoding

(®)
i =0
o ®\=@
Decoding

Block b

z1 p(wp)

rate R
w < t1, Ay C Ay, 0% (M) =P

/\

Yr.b — YR.b(%b)

send LR.b (ib—l)

compression A C A%
52 _ N
rate R 0(A) = Nrp+ 5155 + D
i —tr, Ar C A¢r
rate ' 0*(Ag) = Pg

Block b-1

Block b

o YZ/,b—l = X17b_1 -+ Z2

e compression index i,_1 from Yo = X7 + X + 25

~ UIC Department of Electrical
ez and Computer Engineering
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Encoding

Decoding

Block b

z1 p(wp)

rate R
w < t1, Ay C Ay, 0% (M) =P

A

Yr.b — YR.b(%b)

send LR.b (ib—l)

compression A C A%
52 _ N
rate R 0(A) = Nrp+ 5155 + D
i tr, Ar C Acr
rate ' 0*(Ag) = Pg

Block b-1

Block b

o YZ/,b—l = X17b_1 -+ Z2

e compression index i,_1 from Yo = X7 + X + 25

o Yy, =Yop — Xrp(iv-1) = X1p + 22

 UIC Department of Electrical
ez and Computer Engineering
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Encoding Block b

rate R
e ml,b(wb) w < tl, Al Q Acl,O'z(Al) = P1
- -2 - gompression A C Aj‘é
YR,b — YR,b(Ib) rate R 0%(A) = Nr + $25% + D
C/'®\ send g p(1p—1) i tr, Arp C Acr
1 ~(2) rate ' 0*(Ag) = Pg
Decoding
Block b-1 Block b

e compression index i,_1 from Yo = X7 + X + 25

b — Xro(lv—1) = X1p + 22

L ————

M@D\:@ Wyner-Ziv , to reconstruct Yg —1(ip—1)

e i,_1 and Y,

_UIC Department of Electrical
A se: and Computer Engineering
COLLEGE OF ENGINEERING
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Encoding Block b

rate R
e xl,b(wb) w < tl, Al Q A61,0'2(A1) = P1
- -2 - gompression A C Aj‘é
YR,b — YR,b(Ib) rate R 0%(A) = Nr + $25% + D
C/'®\ send g p(1p—1) i tr, Arp C Acr
1 ~(2) rate ' 0*(Ag) = Pg
Decoding
Block b-1 Block b

e compression index i,_1 from Yo = X7 + X + 25

b — Xro(lv—1) = X1p + 22

L ————

, to reconstruct Yg —1(ip—1)

@/v ®\:@ Wyner-Ziv

e i,_1 and Y,

L~

e combine Y, ; and Ygp_1(ip—1) to decode wy_4

UIC Department of Electrical
T s gnd,Cqmputer”_Engineering
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compression A C A, rate R 0%(A) = Np + Ppﬂrj\]f\i + D

i tp Ap C A rate R 0*(Ag) = Pg

rate K w < tl, Al g Acl
OQ(Al):Pl 9

UIC Department of Electrical
and Computer Engineering
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compression A C A, rate R (722(/\) — Np + Pfjlﬁ\z + D
i <> tp, Ap C Ap rate B 0°(ARr) = Pg

rate K w < tl, Al g Acl
OQ(Al):Pl 9

e decodes ¢ from Yo = X7 + Xg + Z5 as long as R’ < %10g2 (1 + PllerNQ)

UIC Department of Electrical
*eesa and Computer Engineering
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compression A C A, rate R (722(/\) — Np + PPl)l—l—]\]f\QTQ + D
i <> tp, Ap C Ap rate B 0°(ARr) = Pg

rate K w < tl, Al g Acl
OQ(Al):Pl 9

e decodes ¢ from Yo = X7 + Xg + Z5 as long as R’ < %10g2 (1 + PllerNQ)

N P No
e source coding < channel coding rate: % log (1 + R+51+N2 ) < % log (1 + PliRNz)

UIC Department of Electrical
*eesa and Computer Engineering
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compression A C A, rate R ¢2(A) = Np + Pljlﬁ\% + D

i tp Ap C A rate R 0*(Ag) = Pg

rate R w < t1, A{ C Ay
O'2 (Al) — Pl 9
e decodes ¢ from Yo = X7 + Xg + Z5 as long as R’ < : log2 (1 + P1—|—N2)
Np+ 182
e source coding < channel coding rate: % log (1 + §1+N2 ) : log (1 T P+ N2>

® use Y = Y5 — Xg from previous block and X from current block to reconstruct
Yr as in (X + Zg, X + Z5) Wyner-Ziv

UIC Department of Electrical
and Computer Engineering
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compression A C A, rate R ¢2(A) = Np + Pljlﬁ\% + D

i tp Ap C A rate R 0*(Ag) = Pg

rate K w < tl, Al g Acl
OQ(Al):Pl 9

e decodes ¢ from Yo = X7 + Xg + Z5 as long as R’ < : 5 10gs (1 + P1—|—N2)

2
e source coding < channel coding rate: % log (1 + R+51+N2 ) : log (1 T P1-|-N2>

® use Y = Y5 — Xg from previous block and X from current block to reconstruct
Yr as in (X + Zg, X + Z5) Wyner-Ziv

e coherently combine YJ and Y5 to decode w, as long as R < 5 log (1 R R v D)

UIC Department of Electrical
and Computer Engineering
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compression A C A, rate R ¢2(A) = Np + Pljﬂrj\]f@ + D

i tp Ap C A rate R 0*(Ag) = Pg

rate R w < t1, A{ C Ay
O'2 (Al) — Pl 9
e decodes ¢ from Yo = X7 + Xg + Z5 as long as R’ < : 10%2 (1 + P1—|—N2)
Np+ 182
e source coding < channel coding rate: % log (1 + gﬁNz ) : log (1 T P+ N2>

® use Y = Y5 — Xg from previous block and X from current block to reconstruct
Yr as in (X + Zg, X + Z5) Wyner-Ziv

e coherently combine Y, and Yr to decode w, as long as R < % log (1 + % + ijrp)

e note: pick oy = 1 rather than source coding MMSE to render compression noise
independent of all else

UIC Department of Electrical
and Computer Engineering
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Conclusion

e can random codes be replaced by structured codes in Gaussian networks?
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e CF, DF lattices can achieve same rates as random Gaussian codebooks

e can this be combined with linearity of lattices to achieve higher rates in
Gaussian networks?
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Conclusion

e can random codes be replaced by structured codes in Gaussian networks?

e CF, DF lattices can achieve same rates as random Gaussian codebooks

e can this be combined with linearity of lattices to achieve higher rates in
Gaussian networks?

e what is the capacity of relay channels, what are we stuck at?
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Questions!

Natasha Devroye
University of lllinois at Chicago
http://www.ece.uic.edu/Devroye
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