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Interference
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Relaying / cooperation
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X1

X2

Y    = X1 + X1 + Z

Additive

Gaussian

Can exploit channel’s natural linearity?

Gaussian (wireless) networks
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Gaussian networks
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Structured codes for

X1(W1)+ X2(W2) +Z X2

X1

Receive

decode the sum!

Why could structure be 

useful in relay networks?
How can we work 

towards this?

Why not via random codes?
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Outline

• Point to point channels: random codes, lattice (structured) codes

• Two-way relay channel: the canonical example of structure being useful

• Compute and Forward (+ Inverse Compute and Forward) for relay networks

• Relaying using lattice codes

• Additional lattice examples

• Conclusion
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Point-to-point communication system

Source Encoder Channel Decoder Destination

Noise

What is the capacity of this channel?

Source Encoder Channel Decoder Destination

Message
Estimate of message

Intuitively Formally
Thursday, June 14, 2012



Mathematical description of capacity

• Information channel capacity:

• Channel coding theorem says: information capacity = operational capacity

Pe =
n�

i=m+1

�
n

i

�
f i (1− f)n−i
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p(x)
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
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Y = HX + N

X = H
−1

U + N

⇓
Y = H(H−1

U) + N

= U + N

C =
1

2
log2(1 + P/N)

R2 ≤ I(Y2; X2|X1)

Let Z = (Y1, Y2,X1,X2,V1,V2, W ) be distributed as:

P (w)× P (m1α|w)P (m1β|w)P (x1|m1α, m1β, w)

× P (m∗
1α|m1α, w)P (m∗

1β|m1β, w)P (m2α|v1, w)P (m2β|v1, w)

× P (x2|m2α, m2β,m∗, w)P (y1|x1,x2)P (y2|x1,x2)

1

• Operational channel capacity:

Highest rate (bits/channel use) that can 
communicate at reliably

Source Encoder Channel Decoder Destination

Message
Estimate of message
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Capacity: key ideas

• # ``non-confusable’’ inputs = channel’s capacity, depends on p(y|x)

Source Encoder Channel Decoder Destination

Message
Estimate of message

Inputs Outputs
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Additive white Gaussian noise (AWGN) channel

YX = h X + N
h 

N Gaussian noise ~ N(0,PN)

Wireless channel 
with fading

time

Input with power constraint 
E[X2]≤P

time
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Additive white Gaussian noise (AWGN) channel

YX = h X + N
h 

N Gaussian noise ~ N(0,PN)

Wireless channel 
with fading

Input with power constraint 
E[X2]≤P

i.i.d. Gaussian codebook!

Point-to-Point AWGN Channels

• Codewords must satisfy power
constraint:

‖x‖2 ≤ nP .

• i.i.d. Gaussian noise with variance
N :

z ∼ N (0, NI) .

• Shannon ’48: Channel capacity:

C =
1

2
log

(

1 +
P

N

)

w E
x

z
y

D ŵ

(Cover and Thomas,
Elements of Information Theory)

• In high dimensions, noise starts to look spherical.Thursday, June 14, 2012



Achieving capacity: random codes

n=2

n larger

each is Gaussian!

Must we use i.i.d. Gaussian?
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Achieving capacity: lattice codes

YX = h X + N
h 

N Gaussian noise ~ N(0,PN)

Wireless channel 
with fading

Input with power constraint 
E[X2]≤P

Main References

Nested lattice results in this section are almost entirely drawn from:

• U. Erez and R. Zamir, Achieving 1
2 log(1 + SNR) on the AWGN

channel with lattice encoding and decoding, IEEE Transactions on
Information Theory, vol. 50, pp. 2293-2314, October 2004.

• U. Erez, S. Litsyn, and R. Zamir, Lattices which are good for (al-
most) everything, IEEE Transactions on Information Theory, vol. 51,
pp. 3401-3416, October 2005.

• R. Zamir, Lattices are everywhere, in Proceedings of the 4th Annual
Workshop on Information Theory and its Applications, La Jolla, CA,
February 2009.

Theorem: Lattice codes achieve the 
capacity of the AWGN channel
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Lattice code basics

Lattices

• A lattice Λ is a discrete subgroup of
Rn.

• Can write a lattice as a linear
transformation of the integer
vectors,

Λ = BZ
n ,

for some B ∈ Rn×n.

Lattice Properties

• Closed under addition:
λ1,λ2 ∈ Λ =⇒ λ1 + λ2 ∈ Λ.

• Symmetric: λ ∈ Λ =⇒ −λ ∈ Λ
Zn is a simple lattice.

Lattices

• A lattice Λ is a discrete subgroup of
Rn.

• Can write a lattice as a linear
transformation of the integer
vectors,

Λ = BZ
n ,

for some B ∈ Rn×n.

Lattice Properties

• Closed under addition:
λ1,λ2 ∈ Λ =⇒ λ1 + λ2 ∈ Λ.

• Symmetric: λ ∈ Λ =⇒ −λ ∈ Λ
BZn

figures taken with permission and gratitude 
from [B. Nazer, ISIT 2011 tutorial]

Nested Lattices

• Two lattices Λ and ΛFINE are nested
if Λ ⊂ ΛFINE

• Nested Lattice Code: All lattice
points from ΛFINE that fall in the
fundamental Voronoi region V of Λ.

• V acts like a power constraint

Rate =
1

n
log

(

Vol(V)

Vol(VFINE)

)

•λ1, λ2 ∈ Λ⇒ (λ1 + λ2 ∈ Λ) KEY! (not true of random i.i.d. Gaussian)
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+ =

X1 X2

X1 +X2

Sums of random codewords

=+

X1 X2 X1 +X2

Sums of structured codewords

•λ1, λ2 ∈ Λ⇒ (λ1 + λ2 ∈ Λ) KEY! (not true of random i.i.d. Gaussian)
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Lattice notation

0

X

0

X

0

Thursday, June 14, 2012



Nested lattice codes

• Nested lattice pair :                 

• The code book                                                       is 
used to achieve the capacity of AWGN channel        
[Erez+Zamir, Trans. IT, 2004] 

C = {Λc ∩ V(Λ)}

Λ ⊆ Λc

• Coding rate:                                                  arbitraryR =
1
n

log |C| =
1
n

log
V (Λ)
V (Λc)

(# of     ) 

• Lattice in n (blocklength) dimensions
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C = {Λc ∩ V(Λ)}

�
mod Λt

dither U

Encoder

X

Message
w↔ t ∈ C

�

N

Y

Channel

�
mod Λ

Decoder

α = P
P+N

subtract dither U

QΛC (·)

t̂↔ ŵ

Codebook

Achieves rate 1
2 log

�
1 + P

N

�

Achieving capacity using lattice codes
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Lattice codes for Gaussian single-hop channels?

• AWGN channel [Erez, Zamir, Trans. IT, 2004]

• Distributed source coding [Krithivasan, Pradhan, TransIT 2009]

• AWGN interference channel: interference decoding / 
interference alignment in K>2 interference channels [Bresler, Parekh, 
Tse, TransIT, 2010] [Sridharan, Jafarian, Jafar, Shamai, arXiv 2008]

• AWGN multiple-access [Nazer, Gastpar, TransIT 2011] and ``dirty’’ multiple-access 
channels [Philosof, Khisti, Erez, Zamir, ISIT 2007]

• AWGN broadcast channel [Zamir, Shamai, Erez, Trans. IT, 2002]

What about multi-hop relay networks?

Thursday, June 14, 2012



Outline

• Point to point channels: random codes, lattice (structured) codes

• Two-way relay channel: the canonical example of structure being useful

• Compute and Forward (+ Inverse Compute and Forward) for relay networks

• Relaying using lattice codes

• Additional lattice examples

• Conclusion

Thursday, June 14, 2012



1 2

R

Two-way relay channel

W1

Ŵ2 Ŵ1

W2

[Wu, Chou, Kung 2004]
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3 phase protocol 
(network coding)

X1+X2

2

2

2

1

1

1 R

R

R

X1

X1+X2

4 possible protocols for half-duplex nodes

4 phase protocol 
(routing)

X1

XR

X2

XR

Time

1 2R

1

1

1

2

2

2

R

R

R

2 phase protocol
(physical layer network coding)

2

2

1

1

R

R

X1 XR

X1+X2 X1+X2How to deal with noise?

What type of relay processing?

gains as the desired linear combinations are identical to the
operation performed by the channel, ignoring the noise.
Thus, if the SNR is sufficiently high, this Banalog[ strategy
should perform quite well. This approach, often called
amplify-and-forward [71]–[75], was proposed for two-way
relaying in 2006 by Popovski and Yomo [76] as well as
Rankov and Wittneben [77]. Here, we examine how this
strategy can be applied to the two-way relay channel.

The channel from the users to the relay is given by

YR½t" ¼ X1½t" þ X2½t" þ ZR½t" (46)

where X‘½t" is the complex symbol transmitted by user ‘ at
time t and ZR½t" is circularly symmetric complex Gaussian
noise with variance !2. Recall that each user must meet its
power constraint ð1=nÞ

Pn
t¼1 jX‘½t"j2 ' P. Each user en-

codes its message w‘ into a codeword x‘ using a capacity-
achieving code for a single-user Gaussian channel as in
Section IV-A. The symbols of x‘ are i.i.d. according to a
Gaussian distribution with variance P. If we assume the
messages are independent, then the codewords are also
independent and the observed vector at the relay yR is the
sum of independent Gaussian vectors. The variance of YR½t"
is 2Pþ !2. As desired, the relay now has a noisy sum of the
transmitted signals, which it can broadcast back to the
users. The channels from the relay to users 1 and 2 are

Y1½t" ¼ XR½t" þ Z1½t" (47)

Y2½t" ¼ XR½t" þ Z2½t" (48)

with XR½t" as the symbol transmitted by relay at time t and
Z‘½t" ( CN ð0; !2Þ. We assume that equal amounts of time
are devoted to sending and receiving. The relay simply
retransmits its noisy sum YR½t", scaled to meet the power
constraint

XR½t" ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P

2Pþ !2

r
YR½t": (49)

Each user then observes an even noisier version of the
sum

Y1½t"¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P

2Pþ!2

r
X1½t"þX2½t"þZR½t"ð ÞþZ1½t" (50)

Y2½t"¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P

2Pþ!2

r
X1½t"þX2½t"þZR½t"ð ÞþZ2½t" (51)

from which it can subtract its own signal and obtain a
corrupted version of the signal transmitted by the other

user. The SNR of the resulting channel is

P

!2

P

3Pþ !2

" #
(52)

which means that each user can (theoretically) sustain a
rate up to

RANALOG ¼ 1

2
log 1þ P

!2

P

3Pþ !2

" #" #
(53)

bits per channel use while keeping the probability of error
arbitrarily small. Note that the factor of 1/2 comes from
using one time slot to communicate to the relay and
another to communicate back to the users. At high SNR,
this is quite close to the ideal performance, which is the
rate achievable by one user communicating via the relay as
if the other were silent. This rate is

RUPPER ¼ 1

2
log 1þ P

!2

" #
(54)

bits per channel use and can serve as an upper bound on
our schemes.

For comparison, a routing strategy requires four time
slots (as discussed in Section II-A) and can only achieve a
rate of

RROUTING ¼ 1

4
log 1þ P

!2

" #
(55)

bits per channel use. If the relay performs network coding
on its received packets, then three time slots are required
and an achievable rate of

RNETCOD ¼ 1

3
log 1þ P

!2

" #
(56)

bits per channel use is possible.5

In Section VII, the rate curves of these schemes as well
as the BPSK scheme in Section V-A and the lattice scheme
in Section VI-B are plotted and compared.

In general, the wireless channel may be subject to
fading and the users and relay may have more than one
antenna. This scenario has been studied in detail in the
literature [78]–[83]. For larger networks, the approach

5If we vary the ratio of time spent sending to receiving, then it is
theoretically possible to reach slightly higher rates.

Nazer and Gastpar: Reliable Physical Layer Network Coding

448 Proceedings of the IEEE | Vol. 99, No. 3, March 2011

gains as the desired linear combinations are identical to the
operation performed by the channel, ignoring the noise.
Thus, if the SNR is sufficiently high, this Banalog[ strategy
should perform quite well. This approach, often called
amplify-and-forward [71]–[75], was proposed for two-way
relaying in 2006 by Popovski and Yomo [76] as well as
Rankov and Wittneben [77]. Here, we examine how this
strategy can be applied to the two-way relay channel.

The channel from the users to the relay is given by

YR½t" ¼ X1½t" þ X2½t" þ ZR½t" (46)

where X‘½t" is the complex symbol transmitted by user ‘ at
time t and ZR½t" is circularly symmetric complex Gaussian
noise with variance !2. Recall that each user must meet its
power constraint ð1=nÞ

Pn
t¼1 jX‘½t"j2 ' P. Each user en-

codes its message w‘ into a codeword x‘ using a capacity-
achieving code for a single-user Gaussian channel as in
Section IV-A. The symbols of x‘ are i.i.d. according to a
Gaussian distribution with variance P. If we assume the
messages are independent, then the codewords are also
independent and the observed vector at the relay yR is the
sum of independent Gaussian vectors. The variance of YR½t"
is 2Pþ !2. As desired, the relay now has a noisy sum of the
transmitted signals, which it can broadcast back to the
users. The channels from the relay to users 1 and 2 are

Y1½t" ¼ XR½t" þ Z1½t" (47)

Y2½t" ¼ XR½t" þ Z2½t" (48)

with XR½t" as the symbol transmitted by relay at time t and
Z‘½t" ( CN ð0; !2Þ. We assume that equal amounts of time
are devoted to sending and receiving. The relay simply
retransmits its noisy sum YR½t", scaled to meet the power
constraint

XR½t" ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P

2Pþ !2

r
YR½t": (49)

Each user then observes an even noisier version of the
sum

Y1½t"¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P

2Pþ!2

r
X1½t"þX2½t"þZR½t"ð ÞþZ1½t" (50)

Y2½t"¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P

2Pþ!2

r
X1½t"þX2½t"þZR½t"ð ÞþZ2½t" (51)

from which it can subtract its own signal and obtain a
corrupted version of the signal transmitted by the other

user. The SNR of the resulting channel is

P

!2

P

3Pþ !2

" #
(52)

which means that each user can (theoretically) sustain a
rate up to

RANALOG ¼ 1

2
log 1þ P

!2

P

3Pþ !2

" #" #
(53)

bits per channel use while keeping the probability of error
arbitrarily small. Note that the factor of 1/2 comes from
using one time slot to communicate to the relay and
another to communicate back to the users. At high SNR,
this is quite close to the ideal performance, which is the
rate achievable by one user communicating via the relay as
if the other were silent. This rate is

RUPPER ¼ 1

2
log 1þ P

!2

" #
(54)

bits per channel use and can serve as an upper bound on
our schemes.

For comparison, a routing strategy requires four time
slots (as discussed in Section II-A) and can only achieve a
rate of

RROUTING ¼ 1

4
log 1þ P

!2

" #
(55)

bits per channel use. If the relay performs network coding
on its received packets, then three time slots are required
and an achievable rate of

RNETCOD ¼ 1

3
log 1þ P

!2

" #
(56)

bits per channel use is possible.5

In Section VII, the rate curves of these schemes as well
as the BPSK scheme in Section V-A and the lattice scheme
in Section VI-B are plotted and compared.

In general, the wireless channel may be subject to
fading and the users and relay may have more than one
antenna. This scenario has been studied in detail in the
literature [78]–[83]. For larger networks, the approach

5If we vary the ratio of time spent sending to receiving, then it is
theoretically possible to reach slightly higher rates.

Nazer and Gastpar: Reliable Physical Layer Network Coding
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4 phase routing

4 phase protocol 
(routing)
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gains as the desired linear combinations are identical to the
operation performed by the channel, ignoring the noise.
Thus, if the SNR is sufficiently high, this Banalog[ strategy
should perform quite well. This approach, often called
amplify-and-forward [71]–[75], was proposed for two-way
relaying in 2006 by Popovski and Yomo [76] as well as
Rankov and Wittneben [77]. Here, we examine how this
strategy can be applied to the two-way relay channel.

The channel from the users to the relay is given by

YR½t" ¼ X1½t" þ X2½t" þ ZR½t" (46)

where X‘½t" is the complex symbol transmitted by user ‘ at
time t and ZR½t" is circularly symmetric complex Gaussian
noise with variance !2. Recall that each user must meet its
power constraint ð1=nÞ

Pn
t¼1 jX‘½t"j2 ' P. Each user en-

codes its message w‘ into a codeword x‘ using a capacity-
achieving code for a single-user Gaussian channel as in
Section IV-A. The symbols of x‘ are i.i.d. according to a
Gaussian distribution with variance P. If we assume the
messages are independent, then the codewords are also
independent and the observed vector at the relay yR is the
sum of independent Gaussian vectors. The variance of YR½t"
is 2Pþ !2. As desired, the relay now has a noisy sum of the
transmitted signals, which it can broadcast back to the
users. The channels from the relay to users 1 and 2 are

Y1½t" ¼ XR½t" þ Z1½t" (47)

Y2½t" ¼ XR½t" þ Z2½t" (48)

with XR½t" as the symbol transmitted by relay at time t and
Z‘½t" ( CN ð0; !2Þ. We assume that equal amounts of time
are devoted to sending and receiving. The relay simply
retransmits its noisy sum YR½t", scaled to meet the power
constraint

XR½t" ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P

2Pþ !2

r
YR½t": (49)

Each user then observes an even noisier version of the
sum

Y1½t"¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P

2Pþ!2

r
X1½t"þX2½t"þZR½t"ð ÞþZ1½t" (50)

Y2½t"¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P

2Pþ!2

r
X1½t"þX2½t"þZR½t"ð ÞþZ2½t" (51)

from which it can subtract its own signal and obtain a
corrupted version of the signal transmitted by the other

user. The SNR of the resulting channel is

P

!2

P

3Pþ !2

" #
(52)

which means that each user can (theoretically) sustain a
rate up to

RANALOG ¼ 1

2
log 1þ P

!2

P

3Pþ !2

" #" #
(53)

bits per channel use while keeping the probability of error
arbitrarily small. Note that the factor of 1/2 comes from
using one time slot to communicate to the relay and
another to communicate back to the users. At high SNR,
this is quite close to the ideal performance, which is the
rate achievable by one user communicating via the relay as
if the other were silent. This rate is

RUPPER ¼ 1

2
log 1þ P

!2

" #
(54)

bits per channel use and can serve as an upper bound on
our schemes.

For comparison, a routing strategy requires four time
slots (as discussed in Section II-A) and can only achieve a
rate of

RROUTING ¼ 1

4
log 1þ P

!2

" #
(55)

bits per channel use. If the relay performs network coding
on its received packets, then three time slots are required
and an achievable rate of

RNETCOD ¼ 1

3
log 1þ P

!2

" #
(56)

bits per channel use is possible.5

In Section VII, the rate curves of these schemes as well
as the BPSK scheme in Section V-A and the lattice scheme
in Section VI-B are plotted and compared.

In general, the wireless channel may be subject to
fading and the users and relay may have more than one
antenna. This scenario has been studied in detail in the
literature [78]–[83]. For larger networks, the approach

5If we vary the ratio of time spent sending to receiving, then it is
theoretically possible to reach slightly higher rates.

Nazer and Gastpar: Reliable Physical Layer Network Coding

448 Proceedings of the IEEE | Vol. 99, No. 3, March 2011
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3 phase network coding

gains as the desired linear combinations are identical to the
operation performed by the channel, ignoring the noise.
Thus, if the SNR is sufficiently high, this Banalog[ strategy
should perform quite well. This approach, often called
amplify-and-forward [71]–[75], was proposed for two-way
relaying in 2006 by Popovski and Yomo [76] as well as
Rankov and Wittneben [77]. Here, we examine how this
strategy can be applied to the two-way relay channel.

The channel from the users to the relay is given by

YR½t" ¼ X1½t" þ X2½t" þ ZR½t" (46)

where X‘½t" is the complex symbol transmitted by user ‘ at
time t and ZR½t" is circularly symmetric complex Gaussian
noise with variance !2. Recall that each user must meet its
power constraint ð1=nÞ

Pn
t¼1 jX‘½t"j2 ' P. Each user en-

codes its message w‘ into a codeword x‘ using a capacity-
achieving code for a single-user Gaussian channel as in
Section IV-A. The symbols of x‘ are i.i.d. according to a
Gaussian distribution with variance P. If we assume the
messages are independent, then the codewords are also
independent and the observed vector at the relay yR is the
sum of independent Gaussian vectors. The variance of YR½t"
is 2Pþ !2. As desired, the relay now has a noisy sum of the
transmitted signals, which it can broadcast back to the
users. The channels from the relay to users 1 and 2 are

Y1½t" ¼ XR½t" þ Z1½t" (47)

Y2½t" ¼ XR½t" þ Z2½t" (48)

with XR½t" as the symbol transmitted by relay at time t and
Z‘½t" ( CN ð0; !2Þ. We assume that equal amounts of time
are devoted to sending and receiving. The relay simply
retransmits its noisy sum YR½t", scaled to meet the power
constraint

XR½t" ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P

2Pþ !2

r
YR½t": (49)

Each user then observes an even noisier version of the
sum

Y1½t"¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P

2Pþ!2

r
X1½t"þX2½t"þZR½t"ð ÞþZ1½t" (50)

Y2½t"¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P

2Pþ!2

r
X1½t"þX2½t"þZR½t"ð ÞþZ2½t" (51)

from which it can subtract its own signal and obtain a
corrupted version of the signal transmitted by the other

user. The SNR of the resulting channel is

P

!2

P

3Pþ !2

" #
(52)

which means that each user can (theoretically) sustain a
rate up to

RANALOG ¼ 1

2
log 1þ P

!2

P

3Pþ !2

" #" #
(53)

bits per channel use while keeping the probability of error
arbitrarily small. Note that the factor of 1/2 comes from
using one time slot to communicate to the relay and
another to communicate back to the users. At high SNR,
this is quite close to the ideal performance, which is the
rate achievable by one user communicating via the relay as
if the other were silent. This rate is

RUPPER ¼ 1

2
log 1þ P

!2

" #
(54)

bits per channel use and can serve as an upper bound on
our schemes.

For comparison, a routing strategy requires four time
slots (as discussed in Section II-A) and can only achieve a
rate of

RROUTING ¼ 1

4
log 1þ P

!2

" #
(55)

bits per channel use. If the relay performs network coding
on its received packets, then three time slots are required
and an achievable rate of

RNETCOD ¼ 1

3
log 1þ P

!2

" #
(56)

bits per channel use is possible.5

In Section VII, the rate curves of these schemes as well
as the BPSK scheme in Section V-A and the lattice scheme
in Section VI-B are plotted and compared.

In general, the wireless channel may be subject to
fading and the users and relay may have more than one
antenna. This scenario has been studied in detail in the
literature [78]–[83]. For larger networks, the approach

5If we vary the ratio of time spent sending to receiving, then it is
theoretically possible to reach slightly higher rates.
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gains as the desired linear combinations are identical to the
operation performed by the channel, ignoring the noise.
Thus, if the SNR is sufficiently high, this Banalog[ strategy
should perform quite well. This approach, often called
amplify-and-forward [71]–[75], was proposed for two-way
relaying in 2006 by Popovski and Yomo [76] as well as
Rankov and Wittneben [77]. Here, we examine how this
strategy can be applied to the two-way relay channel.

The channel from the users to the relay is given by

YR½t" ¼ X1½t" þ X2½t" þ ZR½t" (46)

where X‘½t" is the complex symbol transmitted by user ‘ at
time t and ZR½t" is circularly symmetric complex Gaussian
noise with variance !2. Recall that each user must meet its
power constraint ð1=nÞ

Pn
t¼1 jX‘½t"j2 ' P. Each user en-

codes its message w‘ into a codeword x‘ using a capacity-
achieving code for a single-user Gaussian channel as in
Section IV-A. The symbols of x‘ are i.i.d. according to a
Gaussian distribution with variance P. If we assume the
messages are independent, then the codewords are also
independent and the observed vector at the relay yR is the
sum of independent Gaussian vectors. The variance of YR½t"
is 2Pþ !2. As desired, the relay now has a noisy sum of the
transmitted signals, which it can broadcast back to the
users. The channels from the relay to users 1 and 2 are

Y1½t" ¼ XR½t" þ Z1½t" (47)

Y2½t" ¼ XR½t" þ Z2½t" (48)

with XR½t" as the symbol transmitted by relay at time t and
Z‘½t" ( CN ð0; !2Þ. We assume that equal amounts of time
are devoted to sending and receiving. The relay simply
retransmits its noisy sum YR½t", scaled to meet the power
constraint

XR½t" ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P

2Pþ !2

r
YR½t": (49)

Each user then observes an even noisier version of the
sum

Y1½t"¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P

2Pþ!2

r
X1½t"þX2½t"þZR½t"ð ÞþZ1½t" (50)

Y2½t"¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P

2Pþ!2

r
X1½t"þX2½t"þZR½t"ð ÞþZ2½t" (51)

from which it can subtract its own signal and obtain a
corrupted version of the signal transmitted by the other

user. The SNR of the resulting channel is

P

!2

P

3Pþ !2

" #
(52)

which means that each user can (theoretically) sustain a
rate up to

RANALOG ¼ 1

2
log 1þ P

!2

P

3Pþ !2

" #" #
(53)

bits per channel use while keeping the probability of error
arbitrarily small. Note that the factor of 1/2 comes from
using one time slot to communicate to the relay and
another to communicate back to the users. At high SNR,
this is quite close to the ideal performance, which is the
rate achievable by one user communicating via the relay as
if the other were silent. This rate is

RUPPER ¼ 1

2
log 1þ P

!2

" #
(54)

bits per channel use and can serve as an upper bound on
our schemes.

For comparison, a routing strategy requires four time
slots (as discussed in Section II-A) and can only achieve a
rate of

RROUTING ¼ 1

4
log 1þ P

!2

" #
(55)

bits per channel use. If the relay performs network coding
on its received packets, then three time slots are required
and an achievable rate of

RNETCOD ¼ 1

3
log 1þ P

!2

" #
(56)

bits per channel use is possible.5

In Section VII, the rate curves of these schemes as well
as the BPSK scheme in Section V-A and the lattice scheme
in Section VI-B are plotted and compared.

In general, the wireless channel may be subject to
fading and the users and relay may have more than one
antenna. This scenario has been studied in detail in the
literature [78]–[83]. For larger networks, the approach

5If we vary the ratio of time spent sending to receiving, then it is
theoretically possible to reach slightly higher rates.
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gains as the desired linear combinations are identical to the
operation performed by the channel, ignoring the noise.
Thus, if the SNR is sufficiently high, this Banalog[ strategy
should perform quite well. This approach, often called
amplify-and-forward [71]–[75], was proposed for two-way
relaying in 2006 by Popovski and Yomo [76] as well as
Rankov and Wittneben [77]. Here, we examine how this
strategy can be applied to the two-way relay channel.

The channel from the users to the relay is given by

YR½t" ¼ X1½t" þ X2½t" þ ZR½t" (46)

where X‘½t" is the complex symbol transmitted by user ‘ at
time t and ZR½t" is circularly symmetric complex Gaussian
noise with variance !2. Recall that each user must meet its
power constraint ð1=nÞ

Pn
t¼1 jX‘½t"j2 ' P. Each user en-

codes its message w‘ into a codeword x‘ using a capacity-
achieving code for a single-user Gaussian channel as in
Section IV-A. The symbols of x‘ are i.i.d. according to a
Gaussian distribution with variance P. If we assume the
messages are independent, then the codewords are also
independent and the observed vector at the relay yR is the
sum of independent Gaussian vectors. The variance of YR½t"
is 2Pþ !2. As desired, the relay now has a noisy sum of the
transmitted signals, which it can broadcast back to the
users. The channels from the relay to users 1 and 2 are

Y1½t" ¼ XR½t" þ Z1½t" (47)

Y2½t" ¼ XR½t" þ Z2½t" (48)

with XR½t" as the symbol transmitted by relay at time t and
Z‘½t" ( CN ð0; !2Þ. We assume that equal amounts of time
are devoted to sending and receiving. The relay simply
retransmits its noisy sum YR½t", scaled to meet the power
constraint

XR½t" ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P

2Pþ !2

r
YR½t": (49)

Each user then observes an even noisier version of the
sum

Y1½t"¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P

2Pþ!2

r
X1½t"þX2½t"þZR½t"ð ÞþZ1½t" (50)

Y2½t"¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P

2Pþ!2

r
X1½t"þX2½t"þZR½t"ð ÞþZ2½t" (51)

from which it can subtract its own signal and obtain a
corrupted version of the signal transmitted by the other

user. The SNR of the resulting channel is

P

!2

P

3Pþ !2

" #
(52)

which means that each user can (theoretically) sustain a
rate up to

RANALOG ¼ 1

2
log 1þ P

!2

P

3Pþ !2

" #" #
(53)

bits per channel use while keeping the probability of error
arbitrarily small. Note that the factor of 1/2 comes from
using one time slot to communicate to the relay and
another to communicate back to the users. At high SNR,
this is quite close to the ideal performance, which is the
rate achievable by one user communicating via the relay as
if the other were silent. This rate is

RUPPER ¼ 1

2
log 1þ P

!2

" #
(54)

bits per channel use and can serve as an upper bound on
our schemes.

For comparison, a routing strategy requires four time
slots (as discussed in Section II-A) and can only achieve a
rate of

RROUTING ¼ 1

4
log 1þ P

!2

" #
(55)

bits per channel use. If the relay performs network coding
on its received packets, then three time slots are required
and an achievable rate of

RNETCOD ¼ 1

3
log 1þ P

!2

" #
(56)

bits per channel use is possible.5

In Section VII, the rate curves of these schemes as well
as the BPSK scheme in Section V-A and the lattice scheme
in Section VI-B are plotted and compared.

In general, the wireless channel may be subject to
fading and the users and relay may have more than one
antenna. This scenario has been studied in detail in the
literature [78]–[83]. For larger networks, the approach

5If we vary the ratio of time spent sending to receiving, then it is
theoretically possible to reach slightly higher rates.
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gains as the desired linear combinations are identical to the
operation performed by the channel, ignoring the noise.
Thus, if the SNR is sufficiently high, this Banalog[ strategy
should perform quite well. This approach, often called
amplify-and-forward [71]–[75], was proposed for two-way
relaying in 2006 by Popovski and Yomo [76] as well as
Rankov and Wittneben [77]. Here, we examine how this
strategy can be applied to the two-way relay channel.

The channel from the users to the relay is given by

YR½t" ¼ X1½t" þ X2½t" þ ZR½t" (46)

where X‘½t" is the complex symbol transmitted by user ‘ at
time t and ZR½t" is circularly symmetric complex Gaussian
noise with variance !2. Recall that each user must meet its
power constraint ð1=nÞ

Pn
t¼1 jX‘½t"j2 ' P. Each user en-

codes its message w‘ into a codeword x‘ using a capacity-
achieving code for a single-user Gaussian channel as in
Section IV-A. The symbols of x‘ are i.i.d. according to a
Gaussian distribution with variance P. If we assume the
messages are independent, then the codewords are also
independent and the observed vector at the relay yR is the
sum of independent Gaussian vectors. The variance of YR½t"
is 2Pþ !2. As desired, the relay now has a noisy sum of the
transmitted signals, which it can broadcast back to the
users. The channels from the relay to users 1 and 2 are

Y1½t" ¼ XR½t" þ Z1½t" (47)

Y2½t" ¼ XR½t" þ Z2½t" (48)

with XR½t" as the symbol transmitted by relay at time t and
Z‘½t" ( CN ð0; !2Þ. We assume that equal amounts of time
are devoted to sending and receiving. The relay simply
retransmits its noisy sum YR½t", scaled to meet the power
constraint

XR½t" ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P

2Pþ !2

r
YR½t": (49)

Each user then observes an even noisier version of the
sum

Y1½t"¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P

2Pþ!2

r
X1½t"þX2½t"þZR½t"ð ÞþZ1½t" (50)

Y2½t"¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P

2Pþ!2

r
X1½t"þX2½t"þZR½t"ð ÞþZ2½t" (51)

from which it can subtract its own signal and obtain a
corrupted version of the signal transmitted by the other

user. The SNR of the resulting channel is

P

!2

P

3Pþ !2

" #
(52)

which means that each user can (theoretically) sustain a
rate up to

RANALOG ¼ 1

2
log 1þ P

!2

P

3Pþ !2

" #" #
(53)

bits per channel use while keeping the probability of error
arbitrarily small. Note that the factor of 1/2 comes from
using one time slot to communicate to the relay and
another to communicate back to the users. At high SNR,
this is quite close to the ideal performance, which is the
rate achievable by one user communicating via the relay as
if the other were silent. This rate is

RUPPER ¼ 1

2
log 1þ P

!2

" #
(54)

bits per channel use and can serve as an upper bound on
our schemes.

For comparison, a routing strategy requires four time
slots (as discussed in Section II-A) and can only achieve a
rate of

RROUTING ¼ 1

4
log 1þ P

!2

" #
(55)

bits per channel use. If the relay performs network coding
on its received packets, then three time slots are required
and an achievable rate of

RNETCOD ¼ 1

3
log 1þ P

!2

" #
(56)

bits per channel use is possible.5

In Section VII, the rate curves of these schemes as well
as the BPSK scheme in Section V-A and the lattice scheme
in Section VI-B are plotted and compared.

In general, the wireless channel may be subject to
fading and the users and relay may have more than one
antenna. This scenario has been studied in detail in the
literature [78]–[83]. For larger networks, the approach

5If we vary the ratio of time spent sending to receiving, then it is
theoretically possible to reach slightly higher rates.
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notation taken with permission and gratitude 
from [B. Nazer, M. Gastpar, Proc. IEEE, 2011]

for a construction of ! [107]. Mathematically, this pro-
perty can be expressed as

Encoding: x‘ ¼ !ðw‘Þ (79)

Decoding: !$1 a1x1 þ a2x2 þ & & & þ aLxL½ (mod !ð Þ
¼ a1w1 ) a2w2 ) & & & ) aLwL: (80)

For the low-complexity case where the coarse lattice is qZn

and the fine lattice is a linear code, ! is just the generator
matrix G of the linear code and !$1 is its inverse.

This mapping is the last piece of the puzzle. With it, the
sum of the messages can be recovered directly from the
modulo sum of the codewords

!$1 ½x1 þ x2( mod !ð Þ ¼ w1 )w2: (81)

Now, we can use this in a two-way communication
scheme by using one time slot to transmit the sum of the
messages to the relay and another to send it back to the
users. It follows that the users can exchange messages at
any rate up to

RLATTICE ¼ 1

2
log2

1

2
þ P

"2

! "
: (82)

This rate nearly matches the upper bound in (54) except
for a missing 1/2 inside the logarithm.8

This two-way lattice scheme has been extensively
studied and generalized in the literature. These extensions
include unequal channel gains [106], [108], non-Gaussian
channel models [109], secret messages [110], private
messages [111], direct links [112], as well as more than
two transmitters [48], [113], [114]. Gupta–Kumar style
scaling laws [115] have also been derived for this lattice
scheme [116]. We also note that similar lattice-based
schemes can increase achievable rates in interference
channels [117], [118].

Overall, this nested lattice scheme can be used as a
digital framework for physical layer network coding on the
wireless channel. It is able to exploit the addition per-
formed by the channel while preserving modulo arithmetic
and protecting against Gaussian noise. In a larger network,
each relay will recover a linear combination of the original
messages. It can then transmit this linear combination as
its own message, just as relays in wireline networks send
out linear combinations of their received messages. In
Section VIII, we will generalize the results in this section
to unequal channel gains. Furthermore, we show that the
transmitters do not even need to know the channel gains,
which means that this scheme can be applied to fading
channels and scenarios with more than one receiver. In the
next section, we plot the performance of each scheme
discussed so far for the Gaussian two-way relay channel.

VII. PERFORMANCE COMPARISON

In Fig. 11, we compare the performance for the various
network coding strategies discussed in this paper, for the
particular case of a Gaussian two-way relay channel. The
figure displays the rate per user in bits per channel use, as a
function of the transmit power per user, while the noise is
assumed to be of unit variance. Starting from the top, the
figure shows the simple upper bound given in (54). It is

8Several groups have unsuccessfully tried to find a lattice scheme that
can attain the upper bound. This remains an open problem.

Fig. 10. Each transmitter maps its finite-field message into an element of the nested lattice code and sends this vector on the channel.

Here, the channel coefficients are taken to be equal h1;h2 ¼ 1. Therefore, the receiver observes a noisy sum of the transmitted vectors

and determines the closest lattice point. After taking a modulo operation with respect to the coarse lattice, the receiver can invert

the mapping and determine the modulo sum of the original messages.

Nazer and Gastpar: Reliable Physical Layer Network Coding

452 Proceedings of the IEEE | Vol. 99, No. 3, March 2011

3 phase protocol 
(network coding)

X1+X2

2

2

2

1

1

1 R

R

R

X1

X1+X2

4 phase protocol 
(routing)

X1

XR

X2

XR

2 phase protocol
(physical layer network coding)

Time

1 2R

1

1

1

2

2

2

2

2

1

1

R

R

R

R
R

X1 XR

X1+X2 X1+X2

Thursday, June 14, 2012



2 phase physical layer network coding

gains as the desired linear combinations are identical to the
operation performed by the channel, ignoring the noise.
Thus, if the SNR is sufficiently high, this Banalog[ strategy
should perform quite well. This approach, often called
amplify-and-forward [71]–[75], was proposed for two-way
relaying in 2006 by Popovski and Yomo [76] as well as
Rankov and Wittneben [77]. Here, we examine how this
strategy can be applied to the two-way relay channel.

The channel from the users to the relay is given by

YR½t" ¼ X1½t" þ X2½t" þ ZR½t" (46)

where X‘½t" is the complex symbol transmitted by user ‘ at
time t and ZR½t" is circularly symmetric complex Gaussian
noise with variance !2. Recall that each user must meet its
power constraint ð1=nÞ

Pn
t¼1 jX‘½t"j2 ' P. Each user en-

codes its message w‘ into a codeword x‘ using a capacity-
achieving code for a single-user Gaussian channel as in
Section IV-A. The symbols of x‘ are i.i.d. according to a
Gaussian distribution with variance P. If we assume the
messages are independent, then the codewords are also
independent and the observed vector at the relay yR is the
sum of independent Gaussian vectors. The variance of YR½t"
is 2Pþ !2. As desired, the relay now has a noisy sum of the
transmitted signals, which it can broadcast back to the
users. The channels from the relay to users 1 and 2 are

Y1½t" ¼ XR½t" þ Z1½t" (47)

Y2½t" ¼ XR½t" þ Z2½t" (48)

with XR½t" as the symbol transmitted by relay at time t and
Z‘½t" ( CN ð0; !2Þ. We assume that equal amounts of time
are devoted to sending and receiving. The relay simply
retransmits its noisy sum YR½t", scaled to meet the power
constraint

XR½t" ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P

2Pþ !2

r
YR½t": (49)

Each user then observes an even noisier version of the
sum

Y1½t"¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P

2Pþ!2

r
X1½t"þX2½t"þZR½t"ð ÞþZ1½t" (50)

Y2½t"¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P

2Pþ!2

r
X1½t"þX2½t"þZR½t"ð ÞþZ2½t" (51)

from which it can subtract its own signal and obtain a
corrupted version of the signal transmitted by the other

user. The SNR of the resulting channel is

P

!2

P

3Pþ !2

" #
(52)

which means that each user can (theoretically) sustain a
rate up to

RANALOG ¼ 1

2
log 1þ P

!2

P

3Pþ !2

" #" #
(53)

bits per channel use while keeping the probability of error
arbitrarily small. Note that the factor of 1/2 comes from
using one time slot to communicate to the relay and
another to communicate back to the users. At high SNR,
this is quite close to the ideal performance, which is the
rate achievable by one user communicating via the relay as
if the other were silent. This rate is

RUPPER ¼ 1

2
log 1þ P

!2

" #
(54)

bits per channel use and can serve as an upper bound on
our schemes.

For comparison, a routing strategy requires four time
slots (as discussed in Section II-A) and can only achieve a
rate of

RROUTING ¼ 1

4
log 1þ P

!2

" #
(55)

bits per channel use. If the relay performs network coding
on its received packets, then three time slots are required
and an achievable rate of

RNETCOD ¼ 1

3
log 1þ P

!2

" #
(56)

bits per channel use is possible.5

In Section VII, the rate curves of these schemes as well
as the BPSK scheme in Section V-A and the lattice scheme
in Section VI-B are plotted and compared.

In general, the wireless channel may be subject to
fading and the users and relay may have more than one
antenna. This scenario has been studied in detail in the
literature [78]–[83]. For larger networks, the approach

5If we vary the ratio of time spent sending to receiving, then it is
theoretically possible to reach slightly higher rates.
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gains as the desired linear combinations are identical to the
operation performed by the channel, ignoring the noise.
Thus, if the SNR is sufficiently high, this Banalog[ strategy
should perform quite well. This approach, often called
amplify-and-forward [71]–[75], was proposed for two-way
relaying in 2006 by Popovski and Yomo [76] as well as
Rankov and Wittneben [77]. Here, we examine how this
strategy can be applied to the two-way relay channel.

The channel from the users to the relay is given by

YR½t" ¼ X1½t" þ X2½t" þ ZR½t" (46)

where X‘½t" is the complex symbol transmitted by user ‘ at
time t and ZR½t" is circularly symmetric complex Gaussian
noise with variance !2. Recall that each user must meet its
power constraint ð1=nÞ

Pn
t¼1 jX‘½t"j2 ' P. Each user en-

codes its message w‘ into a codeword x‘ using a capacity-
achieving code for a single-user Gaussian channel as in
Section IV-A. The symbols of x‘ are i.i.d. according to a
Gaussian distribution with variance P. If we assume the
messages are independent, then the codewords are also
independent and the observed vector at the relay yR is the
sum of independent Gaussian vectors. The variance of YR½t"
is 2Pþ !2. As desired, the relay now has a noisy sum of the
transmitted signals, which it can broadcast back to the
users. The channels from the relay to users 1 and 2 are

Y1½t" ¼ XR½t" þ Z1½t" (47)

Y2½t" ¼ XR½t" þ Z2½t" (48)

with XR½t" as the symbol transmitted by relay at time t and
Z‘½t" ( CN ð0; !2Þ. We assume that equal amounts of time
are devoted to sending and receiving. The relay simply
retransmits its noisy sum YR½t", scaled to meet the power
constraint

XR½t" ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P

2Pþ !2

r
YR½t": (49)

Each user then observes an even noisier version of the
sum

Y1½t"¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P

2Pþ!2

r
X1½t"þX2½t"þZR½t"ð ÞþZ1½t" (50)

Y2½t"¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P

2Pþ!2

r
X1½t"þX2½t"þZR½t"ð ÞþZ2½t" (51)

from which it can subtract its own signal and obtain a
corrupted version of the signal transmitted by the other

user. The SNR of the resulting channel is

P

!2

P

3Pþ !2

" #
(52)

which means that each user can (theoretically) sustain a
rate up to

RANALOG ¼ 1

2
log 1þ P

!2

P

3Pþ !2

" #" #
(53)

bits per channel use while keeping the probability of error
arbitrarily small. Note that the factor of 1/2 comes from
using one time slot to communicate to the relay and
another to communicate back to the users. At high SNR,
this is quite close to the ideal performance, which is the
rate achievable by one user communicating via the relay as
if the other were silent. This rate is

RUPPER ¼ 1

2
log 1þ P

!2

" #
(54)

bits per channel use and can serve as an upper bound on
our schemes.

For comparison, a routing strategy requires four time
slots (as discussed in Section II-A) and can only achieve a
rate of

RROUTING ¼ 1

4
log 1þ P

!2

" #
(55)

bits per channel use. If the relay performs network coding
on its received packets, then three time slots are required
and an achievable rate of

RNETCOD ¼ 1

3
log 1þ P

!2

" #
(56)

bits per channel use is possible.5

In Section VII, the rate curves of these schemes as well
as the BPSK scheme in Section V-A and the lattice scheme
in Section VI-B are plotted and compared.

In general, the wireless channel may be subject to
fading and the users and relay may have more than one
antenna. This scenario has been studied in detail in the
literature [78]–[83]. For larger networks, the approach

5If we vary the ratio of time spent sending to receiving, then it is
theoretically possible to reach slightly higher rates.
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notation taken with permission and gratitude 
from [B. Nazer, M. Gastpar, Proc. IEEE, 2011]

for a construction of ! [107]. Mathematically, this pro-
perty can be expressed as

Encoding: x‘ ¼ !ðw‘Þ (79)

Decoding: !$1 a1x1 þ a2x2 þ & & & þ aLxL½ (mod !ð Þ
¼ a1w1 ) a2w2 ) & & & ) aLwL: (80)

For the low-complexity case where the coarse lattice is qZn

and the fine lattice is a linear code, ! is just the generator
matrix G of the linear code and !$1 is its inverse.

This mapping is the last piece of the puzzle. With it, the
sum of the messages can be recovered directly from the
modulo sum of the codewords

!$1 ½x1 þ x2( mod !ð Þ ¼ w1 )w2: (81)

Now, we can use this in a two-way communication
scheme by using one time slot to transmit the sum of the
messages to the relay and another to send it back to the
users. It follows that the users can exchange messages at
any rate up to

RLATTICE ¼ 1

2
log2

1

2
þ P

"2

! "
: (82)

This rate nearly matches the upper bound in (54) except
for a missing 1/2 inside the logarithm.8

This two-way lattice scheme has been extensively
studied and generalized in the literature. These extensions
include unequal channel gains [106], [108], non-Gaussian
channel models [109], secret messages [110], private
messages [111], direct links [112], as well as more than
two transmitters [48], [113], [114]. Gupta–Kumar style
scaling laws [115] have also been derived for this lattice
scheme [116]. We also note that similar lattice-based
schemes can increase achievable rates in interference
channels [117], [118].

Overall, this nested lattice scheme can be used as a
digital framework for physical layer network coding on the
wireless channel. It is able to exploit the addition per-
formed by the channel while preserving modulo arithmetic
and protecting against Gaussian noise. In a larger network,
each relay will recover a linear combination of the original
messages. It can then transmit this linear combination as
its own message, just as relays in wireline networks send
out linear combinations of their received messages. In
Section VIII, we will generalize the results in this section
to unequal channel gains. Furthermore, we show that the
transmitters do not even need to know the channel gains,
which means that this scheme can be applied to fading
channels and scenarios with more than one receiver. In the
next section, we plot the performance of each scheme
discussed so far for the Gaussian two-way relay channel.

VII. PERFORMANCE COMPARISON

In Fig. 11, we compare the performance for the various
network coding strategies discussed in this paper, for the
particular case of a Gaussian two-way relay channel. The
figure displays the rate per user in bits per channel use, as a
function of the transmit power per user, while the noise is
assumed to be of unit variance. Starting from the top, the
figure shows the simple upper bound given in (54). It is

8Several groups have unsuccessfully tried to find a lattice scheme that
can attain the upper bound. This remains an open problem.

Fig. 10. Each transmitter maps its finite-field message into an element of the nested lattice code and sends this vector on the channel.

Here, the channel coefficients are taken to be equal h1;h2 ¼ 1. Therefore, the receiver observes a noisy sum of the transmitted vectors

and determines the closest lattice point. After taking a modulo operation with respect to the coarse lattice, the receiver can invert

the mapping and determine the modulo sum of the original messages.
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gains as the desired linear combinations are identical to the
operation performed by the channel, ignoring the noise.
Thus, if the SNR is sufficiently high, this Banalog[ strategy
should perform quite well. This approach, often called
amplify-and-forward [71]–[75], was proposed for two-way
relaying in 2006 by Popovski and Yomo [76] as well as
Rankov and Wittneben [77]. Here, we examine how this
strategy can be applied to the two-way relay channel.

The channel from the users to the relay is given by

YR½t" ¼ X1½t" þ X2½t" þ ZR½t" (46)

where X‘½t" is the complex symbol transmitted by user ‘ at
time t and ZR½t" is circularly symmetric complex Gaussian
noise with variance !2. Recall that each user must meet its
power constraint ð1=nÞ

Pn
t¼1 jX‘½t"j2 ' P. Each user en-

codes its message w‘ into a codeword x‘ using a capacity-
achieving code for a single-user Gaussian channel as in
Section IV-A. The symbols of x‘ are i.i.d. according to a
Gaussian distribution with variance P. If we assume the
messages are independent, then the codewords are also
independent and the observed vector at the relay yR is the
sum of independent Gaussian vectors. The variance of YR½t"
is 2Pþ !2. As desired, the relay now has a noisy sum of the
transmitted signals, which it can broadcast back to the
users. The channels from the relay to users 1 and 2 are

Y1½t" ¼ XR½t" þ Z1½t" (47)

Y2½t" ¼ XR½t" þ Z2½t" (48)

with XR½t" as the symbol transmitted by relay at time t and
Z‘½t" ( CN ð0; !2Þ. We assume that equal amounts of time
are devoted to sending and receiving. The relay simply
retransmits its noisy sum YR½t", scaled to meet the power
constraint

XR½t" ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P

2Pþ !2

r
YR½t": (49)

Each user then observes an even noisier version of the
sum

Y1½t"¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P

2Pþ!2

r
X1½t"þX2½t"þZR½t"ð ÞþZ1½t" (50)

Y2½t"¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P

2Pþ!2

r
X1½t"þX2½t"þZR½t"ð ÞþZ2½t" (51)

from which it can subtract its own signal and obtain a
corrupted version of the signal transmitted by the other

user. The SNR of the resulting channel is

P

!2

P

3Pþ !2

" #
(52)

which means that each user can (theoretically) sustain a
rate up to

RANALOG ¼ 1

2
log 1þ P

!2

P

3Pþ !2

" #" #
(53)

bits per channel use while keeping the probability of error
arbitrarily small. Note that the factor of 1/2 comes from
using one time slot to communicate to the relay and
another to communicate back to the users. At high SNR,
this is quite close to the ideal performance, which is the
rate achievable by one user communicating via the relay as
if the other were silent. This rate is

RUPPER ¼ 1

2
log 1þ P

!2

" #
(54)

bits per channel use and can serve as an upper bound on
our schemes.

For comparison, a routing strategy requires four time
slots (as discussed in Section II-A) and can only achieve a
rate of

RROUTING ¼ 1

4
log 1þ P

!2

" #
(55)

bits per channel use. If the relay performs network coding
on its received packets, then three time slots are required
and an achievable rate of

RNETCOD ¼ 1

3
log 1þ P

!2

" #
(56)

bits per channel use is possible.5

In Section VII, the rate curves of these schemes as well
as the BPSK scheme in Section V-A and the lattice scheme
in Section VI-B are plotted and compared.

In general, the wireless channel may be subject to
fading and the users and relay may have more than one
antenna. This scenario has been studied in detail in the
literature [78]–[83]. For larger networks, the approach

5If we vary the ratio of time spent sending to receiving, then it is
theoretically possible to reach slightly higher rates.
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Key idea: structured coding

X1(W1) X2(W2)

X1(W1)+ X2(W2) +Z

[Nazer, Gastpar, 2011]

depends on what the relay needs

[Nam, Chung, Lee, 2010]
[Wilson, Narayanan, Pfister, Sprintson,2010]

W1

Ŵ2 Ŵ1

W2

Multiple access channel? Ŵ2Ŵ1,
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Exploit own-message side-information

W1 W2

W1 ⊕ W2

1 2

R

Ŵ2 = W1 ⊕ W2 ⊕ W1 Ŵ1 = W1 ⊕ W2 ⊕ W2

Don’t necessarily need individual messages at relay!
Don’t decode what you don’t need!

Enough if have
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If we use random codes....

X1(W1) X2(W2)

X1(W1)+ X2(W2) +Z

images taken from [Tse, slides]

Decode both messages

W1

W2
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If we use structured codes....

X1(W1) X2(W2)

X1(W1)+ X2(W2) +Z

SUM of signals

Decode the SUM

X1(W1)+ X2(W2) mod Λ

W1 ⊕ W2

Mapping exists!
[B. Nazer, M. Gastpar, 

IT Trans., 2011]

Thursday, June 14, 2012



Random codes

1 2

R
X1(W1) X2(W2)

X1(W1)+ X2(W2) +Z

Structured codes

No sum-rate!

[Nam, Chung, Lee, 2010]
Can handle unequal channels and powers!
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Gains (equal power and channel gains)

instructive to consider the behavior at large transmit
power P, characterized by the limit of the ratio
R= logð1þ P=!2Þ. For the upper bound, it is clear that
this limiting slope is 1/2.

The next curve, labeled Blattice,[ is the performance of
reliable physical layer network coding via lattice codes,
given in (82). We note that this scheme is close to the upper
bound and that it attains the same limiting slope of 1/2.

The following curve, labeled Banalog,[ represents the
analog network coding scheme discussed in Section V-B. It
follows the upper bound but never meets it. This is because
the noise observed at the relay is sent along with the de-
sired signal, an effect that would be even more detrimental
if there were further stages in the network. In the limit of
high transmit power P, this effect becomes negligible and
the optimal limiting slope of 1/2 is attained.

The curve labeled Bnetcod[ is the performance at-
tained by the wireless broadcast network coding scheme in
Section II-A, depicted in Fig. 4. Each user takes a turn
sending its message to the relay and the relay sends the
mod-2 sum back to the users. This scheme loses out at high
transmit power due to the fact that three channel uses are
needed for each exchange, making for a limiting slope
of 1/3.

The curve labeled Brouting[ is the scheme in
Section II-A, depicted in Fig. 3. Each user takes a turn
sending its message to the relay and the relay sends these
back to the users. At high transmit power, one can verify
that this leads to a limiting slope of 1/4.

The final curve, labeled BBPSK,[ is the binary scheme
in Section V-A, according to which each user transmits
its bits uncoded and the relay makes a hard decision
about the modulo-2 sum. The broadcast phase is ab-
stracted as a bit pipe simultaneously to both users with a
rate corresponding to the capacity of the broadcast chan-
nel from the relay to the users (which thus depends on

the transmit power P). Error-correcting codes are then
used end-to-end. Note that due to the fact that BPSK is
used, this scheme plateaus at one bit per channel use; if
a larger constellation were used, this plateau effect would
be higher (but the performance at low SNR might
suffer).

As a final caveat, we note that some of the achievable
schemes can be slightly improved by optimizing the ratio of
time spent in the different phases. For the present figure, it
is assumed that all these phases are of the same length, as
in the descriptions provided in Section II-A.

VIII . FADING CHANNELS

If the channel simply outputs a noisy sum of the trans-
mitted signals, then it is intuitive that this can be exploited
for adding up the messages. Yet, in general, the channel
output will be some linear combination according to
complex-valued coefficients and it is not immediately clear
that this will be a good match for network coding over a
finite field. Here, we demonstrate how to overcome this
obstacle using the compute-and-forward framework we
proposed in [107]. First, we show how to reliably compute
over real-valued channels and then we use this scheme as a
building block for complex-valued channels.

A. Real-Valued Channels
Consider a real-valued channel whose output vector is

just a linear function of the transmitted vectors plus some
Gaussian noise

y ¼ h1x1 þ h2x2 þ % % % þ hLxL þ z: (83)

Assume that each user selects and transmits a point from a
nested lattice code. The key idea is that, instead of trying to
decode the sum, the receiver should aim to decode an
integer combination of the codewords (modulo the coarse
lattice)

v ¼ ½a1x1 þ a2x2 þ % % % þ aLxL' mod !: (84)

This integer combination is itself a codeword, due to the
linear structure of the nested lattice code, and is therefore
afforded protection against noise. If these integer coeffi-
cients are close enough to the real-valued coefficients of
the channel, then it seems plausible that the receiver can
decode the function successfully. More precisely, the
receiver makes the following estimate of v:

v̂ ¼ Q!FINEð"yÞ½ ' mod ! (85)

¼ Q!FINE ½"y' mod !ð Þ½ ' mod ! (86)

Fig. 11. A performance comparison of the schemes for the

two-way relay channel discussed in this paper.

Nazer and Gastpar: Reliable Physical Layer Network Coding

Vol. 99, No. 3, March 2011 | Proceedings of the IEEE 453

taken with permission and gratitude from 
[B. Nazer, M. Gastpar, Proc. of IEEE, Mar. 2011]
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Why force the decode?
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Y=X1(W1)+ X2(W2) +Z
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Why not compress-and-forward?
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AWGN Two-Way Relay Channel – Symmetric Rates
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Outline

• Point to point channels: random codes, lattice (structured) codes

• Two-way relay channel: the canonical example of structure being useful

• Compute and Forward (+ Inverse Compute and Forward) for relay networks

• Relaying using lattice codes

• Additional lattice examples

• Conclusion
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Compute-and-forward

1

1

1

−1

Compute-and-Forward
[B. Nazer, M. Gastpar, IT Trans., 2011]

Inverse of Compute-and-Forward
[Y. Song, N. Devroye, B. Nazer, ISIT 2011]

Naturally ``align’’ desired equations to channel

Y2 = X1 −X2 + Z2

Y1 = X1 −X2 + Z1X1

X2
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Compute-and-forward
Computation over Fading Channels

Transmitters do not know
channel realization.

Encoders use the same nested
lattice codebook.

Transmit dithered codewords:

x! = [t! + d!] mod Λ

t1 E1
x1

h1

t2 E2
x2 h2

tK EK
xK

hK...

z

y
D v̂

v =
[

K
∑

!=1

a!t!

]

mod Λ

• Decoder removes dithers and recovers integer combination

v =
[

K
∑

!=1

a!t!
]

mod Λ

• Receiver can use its knowledge of the channel gains to match the
equation coefficients a! to the channel coefficients h!.

• Txs do not know channels

• Lattice points ti ↔ message wi

all from same lattice Λ

• transmit dithered codewords
xi = [ti + Ui] mod Λ

• Rx removes dithers Ui and recovers the equation v =
��K

l=1 altl

�
mod Λ,

map it back to message space to obtain u = ⊕N
l=1alwl

• equal rate R achievable if

R <
1
2

log
�

N + P ||h||2

N ||a||2 + P (||hk||2||ak||2 − (hT
k ak)2)

�

Penalty for not aligning!

[B. Nazer, M. Gastpar, IT Trans., 2011]
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Applying this...

1

1

1

−1

Compute-and-Forward
[B. Nazer, M. Gastpar, IT Trans., 2011]

the convex hull of the intersection of (13) – (16).

R1 <
1
2

log
�

1
2

+ S

�
, (13)

R2 <
1
2

log
�

1
2

+ S

�
, (14)

min(R1, R2) < min
�

1
2

log(1 + S3),
1
2

log(1 + S4)
�

(15)

R1 + R2 <
1
2

log(1 + S3 + S4). (16)

The CF and ICF rate regions, their intersection, and the convex
hull of their intersection are illustrated in Fig. 3.

R1

R2 Time sharing

CF rate region

ICF rate region

Intersection of CF and ICF regions

Fig. 3. Convex hull of intersection of CF and ICF rate regions.

When the interfering links between the sources and relays
are removed, the capacity of the channel between sources and
relays is that of two parallel channels. The second hop from
the relays to the destination is a multiple-access channel whose
capacity is also known. It can be shown that the capacity
region of this network is

R1 < min
�

1
2

log(1 + S),
1
2

log(1 + S3)
�

(17)

R2 < min
�

1
2

log(1 + S),
1
2

log(1 + S4)
�

(18)

R1 + R2 <
1
2

log(1 + S3 + S4). (19)

At high SNR, the region (14) – (16) strictly contains (17)
– (19), emphasizing that we not only mitigate the effect of
interference but also exploit it. For example, if R1 > R2 but
S3 < S4, the network with interfering links can make use of
the higher power at Relay 2 to send w1. If the interfering links
are removed, S3 is a bottleneck on R1.

VII. CONCLUSION

In this work, we have studied the inverse compute-and-
forward problem, where a receiver wants to recover messages
from equations at the relays. The key aspect of this scheme
is that the relays do not need to send the equations in their
entirety to the receiver. This is due to the fact that knowing one
equation restricts the possible values of the other equation if
the rates are asymmetric. This problem can also be viewed as

a multiple-access channel with a common message. Through
a case study, we demonstrated that this strategy, coupled with
compute-and-forward, can achieve rate pairs that are outside
the rate region of the same network without interference.
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Therefore, each relay can determine the length k2 equation
uP

� = a�1wP
1 ⊕a�2w2 and the length k1−k2 common message

wC
1 from its equation u� = a�1w1⊕a�2w2. Furthermore, since

the equations are assumed to be linearly independent, uP
1 and

uP
2 are independent and uniform over Fk2

p .
The scenario above is exactly equivalent to a multiple-

access channel with a common message. The capacity region
of this channel was derived by Slepian and Wolf [21] and we
reproduce it below for completeness.

Theorem 3 (Slepian-Wolf): Consider a discrete memoryless
MAC pY |X1X2 . Let w0 be a common message of rate R0

available at both transmitters and let w1, w2 denote private
messages of rates R1 and R2 that are available at transmit-
ter 1 and 2, respectively. The capacity region for sending
(w0, w1, w2) to the receiver is the convex closure of all rate
tuples (R0, R1, R2) satisfying

R1 < I(X1;Y |X2, V ) (9)
R2 < I(X2;Y |X1, V ) (10)

R1 + R2 < I(X1, X2;Y |V ) (11)
R0 + R1 + R2 < I(X1, X2;Y ) (12)

for some pV (v)pX1|V (x1|v)pX2|V (x2|v).
This result can be extended to Gaussian multiple-access chan-
nels using the usual quantization arguments.

It follows that we can cast the two-user inverse compute-
and-forward problem as a multiple-access channel with com-
mon messages, for which the capacity is known. Note that
this approach improves upon the performance of Theorem 2
as it allows for dependent inputs. However, the cardinality-
based approach may prove useful in networks with several
destinations, each of which only want a subset of the messages.
This is the subject of ongoing work.

V. BEYOND TWO USERS

For the inverse-compute-and-forward problem with more
than two users, a number of concepts generalize in a straight-
forward manner, but one new concept arises, that of “equation
alignment”. Assume that there are three relays, each with an
equation u� = a�1w1 ⊕ a�2w2 ⊕ a�3w3 of the messages
w1,w2,w3. Furthermore, assume that the matrix of coeffi-
cients A and all of its submatrices are also full rank. For the
sake of succinctness, assume all coefficients are non-zero. In
this special case, both the cardinality-based approach and the
common message approach generalize naturally.

Let RMAX and RMIN denote the largest and smallest of the
message rates R1, R2, R3 and let RMID denote the remaining
rate. For the cardinality-based approach, the key issue is
determining the cardinality of the sets of allowable equations.
Clearly, |MA(U1, U2, U3)| = 2n(R1+R2+R3) since A is full
rank. Given one equation, say u3, we can completely elimi-
nate the highest rate message, say w1, from both remaining
equations u1,u2 to get two new equations that only depend on
w2 and w3. Thus, |MA(U1, U2|u3)| = |MA(U1, U3|u2)| =
|MA(U2, U3|u1)| = 2n(RMID+RMIN). Similarly, given two equa-
tions, we can eliminate all but the lowest rate message from the

remaining equation, which implies that |MA(U1|u2,u3)| =
|MA(U2|u1,u3)| = |MA(U3|u1,u2)| = 2nRMIN . Combining
these bounds with a binning argument will yield an achievable
rate region.

Just as in the two-user case, each relay can cast its equation
as a collection of independent private messages and common
messages shared by a subset of the transmitters. In the three
user case, all relays will share a common message of rate
RMAX − RMID. Two will share another common message of
rate RMID−RMIN and the other will have a private message of
the same rate. Finally, all relays will have a private message of
rate RMIN. This is a special case of a multiple access channel
where each transmitter has a subset of a set of independent
messages. The capacity region of this channel was derived by
Han [22].

Remark: message and equation alignment. Alignment in
the transmitted equations makes the cardinality more difficult
to evaluate. Here, alignment means that all the submatrices
are not full rank. As a result, different transmitted equations
may contain the same sub-equations. For example, consider
a 3-user multiple-access channel with equations u1 = w1 ⊕
w2⊕w3, u2 = w1⊕w2⊕3w3, and u3 = w1⊕2w2⊕3w3.
Note that u1 and u2 contain the same sub-equation w1⊕w2.
This means that |MA(U3|u1,u2)| = 2n min(R1,R2) instead of
2nRMIN . Thus, alignment makes it more difficult to recover
the full set of messages from the equations. More generally,
if there are multiple receivers with differing demands, it is
possible that alignment could improve the achievable rates.

VI. CASE STUDY

We now consider the model of Fig. 1 and derive an
achievable rate region through the combination of the CF and
ICF schemes. We compare this example to a channel model
in which the interference terms have been removed. We will
use the achievable rate region of the cardinality-based scheme
to emphasize that the gains are not due the use of dependent
inputs distributions on the MAC.

The two-hop relay network in Fig. 1 with has two sources
(Nodes 1 and 2), two relays (Nodes 3 and 4) and one
destination (Node 5) with respective inputs/outputs Xi and
Yi described by

Y3 = X1 + X2 + Z3,

Y4 = X1 −X2 + Z4,

Y5 = X3 + X4 + Z5,

where E[|Xi|2] ≤ Si (i = 1, 2, 3, 4), and Z3, Z4 and Z5 are
i.i.d. ∼ N(0, 1). To simplify the description of the CF rates,
we assume S1 = S2 = S.

Using the compute-and-forward scheme of [1], relay node
3 is able to decode w1 ⊕w2, and relay node 4 may decode
w1 � w2 with constraints (13) – (14). On the last link, by
Theorem 2, destination node 5 may decode the individual
messages �w1, �w2 as long as (15) and (16) hold. Thus, using
time-sharing, the combined CF, ICF region that we achieve is

3

4
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1

2
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Therefore, each relay can determine the length k2 equation
uP

� = a�1wP
1 ⊕a�2w2 and the length k1−k2 common message

wC
1 from its equation u� = a�1w1⊕a�2w2. Furthermore, since

the equations are assumed to be linearly independent, uP
1 and

uP
2 are independent and uniform over Fk2

p .
The scenario above is exactly equivalent to a multiple-

access channel with a common message. The capacity region
of this channel was derived by Slepian and Wolf [21] and we
reproduce it below for completeness.

Theorem 3 (Slepian-Wolf): Consider a discrete memoryless
MAC pY |X1X2 . Let w0 be a common message of rate R0

available at both transmitters and let w1, w2 denote private
messages of rates R1 and R2 that are available at transmit-
ter 1 and 2, respectively. The capacity region for sending
(w0, w1, w2) to the receiver is the convex closure of all rate
tuples (R0, R1, R2) satisfying

R1 < I(X1;Y |X2, V ) (9)
R2 < I(X2;Y |X1, V ) (10)

R1 + R2 < I(X1, X2;Y |V ) (11)
R0 + R1 + R2 < I(X1, X2;Y ) (12)

for some pV (v)pX1|V (x1|v)pX2|V (x2|v).
This result can be extended to Gaussian multiple-access chan-
nels using the usual quantization arguments.

It follows that we can cast the two-user inverse compute-
and-forward problem as a multiple-access channel with com-
mon messages, for which the capacity is known. Note that
this approach improves upon the performance of Theorem 2
as it allows for dependent inputs. However, the cardinality-
based approach may prove useful in networks with several
destinations, each of which only want a subset of the messages.
This is the subject of ongoing work.

V. BEYOND TWO USERS

For the inverse-compute-and-forward problem with more
than two users, a number of concepts generalize in a straight-
forward manner, but one new concept arises, that of “equation
alignment”. Assume that there are three relays, each with an
equation u� = a�1w1 ⊕ a�2w2 ⊕ a�3w3 of the messages
w1,w2,w3. Furthermore, assume that the matrix of coeffi-
cients A and all of its submatrices are also full rank. For the
sake of succinctness, assume all coefficients are non-zero. In
this special case, both the cardinality-based approach and the
common message approach generalize naturally.

Let RMAX and RMIN denote the largest and smallest of the
message rates R1, R2, R3 and let RMID denote the remaining
rate. For the cardinality-based approach, the key issue is
determining the cardinality of the sets of allowable equations.
Clearly, |MA(U1, U2, U3)| = 2n(R1+R2+R3) since A is full
rank. Given one equation, say u3, we can completely elimi-
nate the highest rate message, say w1, from both remaining
equations u1,u2 to get two new equations that only depend on
w2 and w3. Thus, |MA(U1, U2|u3)| = |MA(U1, U3|u2)| =
|MA(U2, U3|u1)| = 2n(RMID+RMIN). Similarly, given two equa-
tions, we can eliminate all but the lowest rate message from the

remaining equation, which implies that |MA(U1|u2,u3)| =
|MA(U2|u1,u3)| = |MA(U3|u1,u2)| = 2nRMIN . Combining
these bounds with a binning argument will yield an achievable
rate region.

Just as in the two-user case, each relay can cast its equation
as a collection of independent private messages and common
messages shared by a subset of the transmitters. In the three
user case, all relays will share a common message of rate
RMAX − RMID. Two will share another common message of
rate RMID−RMIN and the other will have a private message of
the same rate. Finally, all relays will have a private message of
rate RMIN. This is a special case of a multiple access channel
where each transmitter has a subset of a set of independent
messages. The capacity region of this channel was derived by
Han [22].

Remark: message and equation alignment. Alignment in
the transmitted equations makes the cardinality more difficult
to evaluate. Here, alignment means that all the submatrices
are not full rank. As a result, different transmitted equations
may contain the same sub-equations. For example, consider
a 3-user multiple-access channel with equations u1 = w1 ⊕
w2⊕w3, u2 = w1⊕w2⊕3w3, and u3 = w1⊕2w2⊕3w3.
Note that u1 and u2 contain the same sub-equation w1⊕w2.
This means that |MA(U3|u1,u2)| = 2n min(R1,R2) instead of
2nRMIN . Thus, alignment makes it more difficult to recover
the full set of messages from the equations. More generally,
if there are multiple receivers with differing demands, it is
possible that alignment could improve the achievable rates.

VI. CASE STUDY

We now consider the model of Fig. 1 and derive an
achievable rate region through the combination of the CF and
ICF schemes. We compare this example to a channel model
in which the interference terms have been removed. We will
use the achievable rate region of the cardinality-based scheme
to emphasize that the gains are not due the use of dependent
inputs distributions on the MAC.

The two-hop relay network in Fig. 1 with has two sources
(Nodes 1 and 2), two relays (Nodes 3 and 4) and one
destination (Node 5) with respective inputs/outputs Xi and
Yi described by

Y3 = X1 + X2 + Z3,

Y4 = X1 −X2 + Z4,

Y5 = X3 + X4 + Z5,

where E[|Xi|2] ≤ Si (i = 1, 2, 3, 4), and Z3, Z4 and Z5 are
i.i.d. ∼ N(0, 1). To simplify the description of the CF rates,
we assume S1 = S2 = S.

Using the compute-and-forward scheme of [1], relay node
3 is able to decode w1 ⊕w2, and relay node 4 may decode
w1 � w2 with constraints (13) – (14). On the last link, by
Theorem 2, destination node 5 may decode the individual
messages �w1, �w2 as long as (15) and (16) hold. Thus, using
time-sharing, the combined CF, ICF region that we achieve is

3

4

5

1

2

the convex hull of the intersection of (13) – (16).

R1 <
1
2

log
�

1
2

+ S

�
, (13)

R2 <
1
2

log
�

1
2

+ S

�
, (14)

min(R1, R2) < min
�

1
2

log(1 + S3),
1
2

log(1 + S4)
�

(15)

R1 + R2 <
1
2

log(1 + S3 + S4). (16)

The CF and ICF rate regions, their intersection, and the convex
hull of their intersection are illustrated in Fig. 3.

R1

R2 Time sharing

CF rate region

ICF rate region

Intersection of CF and ICF regions

Fig. 3. Convex hull of intersection of CF and ICF rate regions.

When the interfering links between the sources and relays
are removed, the capacity of the channel between sources and
relays is that of two parallel channels. The second hop from
the relays to the destination is a multiple-access channel whose
capacity is also known. It can be shown that the capacity
region of this network is

R1 < min
�

1
2

log(1 + S),
1
2

log(1 + S3)
�

(17)

R2 < min
�

1
2

log(1 + S),
1
2

log(1 + S4)
�

(18)

R1 + R2 <
1
2

log(1 + S3 + S4). (19)

At high SNR, the region (14) – (16) strictly contains (17)
– (19), emphasizing that we not only mitigate the effect of
interference but also exploit it. For example, if R1 > R2 but
S3 < S4, the network with interfering links can make use of
the higher power at Relay 2 to send w1. If the interfering links
are removed, S3 is a bottleneck on R1.

VII. CONCLUSION

In this work, we have studied the inverse compute-and-
forward problem, where a receiver wants to recover messages
from equations at the relays. The key aspect of this scheme
is that the relays do not need to send the equations in their
entirety to the receiver. This is due to the fact that knowing one
equation restricts the possible values of the other equation if
the rates are asymmetric. This problem can also be viewed as

a multiple-access channel with a common message. Through
a case study, we demonstrated that this strategy, coupled with
compute-and-forward, can achieve rate pairs that are outside
the rate region of the same network without interference.
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(zero-pad)

where n is the number of channel uses and R� ≥ 0 is the
message rate. To use the compute-and-forward framework, we
need to map these messages onto a finite field. Let w� ∈ Fk�

q

be the resulting message vectors where q is a prime and
k� = nR�

log2 q . We zero-pad the shorter of the two message
vectors to the length of the longer one, kMAX = max (k1, k2),
to ensure that sums of these vectors are well-defined. Similarly,
let RMAX = max (R1, R2) and RMIN = min (R1, R2).

Each relay is assumed to have successfully decoded a linear
equation of the message vectors, u� = a�1w1⊕a�2w2, where
the coefficients are also elements of the finite field, a�1, a�2 ∈
Fq, and ⊕ denotes finite field addition. The messages can be
recovered from the equations if and only if the equations are
linearly independent or, equivalently, the matrix of coefficients
A = {a�m} is full rank over Fq. We assume this is the case
throughout the paper.

The relays encode their equations into channel inputs that
are sent towards the destination over a memoryless Gaussian
multiple-access channel. The encoder, E� : FkMAX

q → Rn,
at each relay maps the equation u� into a sequence of n
channel inputs, Xn

� = (X�[1], X�[2], · · · , X�[n]), that obey
an expected2 power constraint, E

�
|X�

��2] ≤ S�. The channel
output observed at the destination is a sum of the channel
inputs plus i.i.d. Gaussian noise, Y [i] = X1[i] + X2[i] + Z[i],
where Z[i] is i.i.d. according to N(0, 1).

At the destination, the decoder, D : Rn → Fk1
q ×Fk2

q makes
estimates ŵ1 and ŵ2 of the original messages w1 and w2 from
then channel output Y n. We say that a rate pair (R1, R2) is
achievable if, for any � > 0 and n large enough, there exist
encoders, E1,E2, and a decoder, D, such that

Pr((ŵ1, ŵ2) �= (w1,w2)) < � . (1)

Finally, we define C(x) := 1
2 log2(1 + x).

Fig. 2. Channel model for two message inverse-compute-and-forward.

III. APPROACH I: ALLOWABLE EQUATIONS

In this section, we develop a simple binning scheme for
sending the equations to the receiver. Note that this method
produces independent channel inputs across transmitters. In
Section IV, we demonstrate that the transmitters in fact share
a common message which can be used to generate dependent
inputs.

2We can easily accommodate a block power constraint at the expense of
an extra step in the proof.

A. Cardinality Bound
We now relate the number of messages to the number of

possible equations, which will be useful in union bounding the
error events in the achievability proof. Recall that the matrix
A is assumed to be full rank, which means that (w1,w2)
can be uniquely determined from (u1,u2). To simplify the
description of the rate region, we consider the case where all
coefficients are non-zero, a�m �= 0. Since each equation u� is
a modulo-sum of two messages, it can take on exactly 2nRMAX

values. This seems to imply that the relays each need to send
RMAX bits per channel user to the destination. If R1 �= R2,
then this is wasteful as we are using more rate than the sum
rate of the original messages, 2RMAX > R1 +R2. Our scheme
circumvents this problem by taking advantage of the fact that
if one equation is fixed, the number of possible values for the
other equation decreases.

Let MA(U1, U2) denote the set of all possible equation
values under the coefficient matrix A,

MA(U1, U2) =
�

(u1,u2) : u1 = a11w1 + a12w2,

u2 = a21w1 + a22w2,

for some w1,w2

�
. (2)

Additionally, let MA(U1|u2) denote the set of possible equa-
tions at relay 1 given that the equation at relay 2 is equal to
u2,

MA(U1|u2) =
�
u1 : u1 = a11w1 + a12w2 for some w1,w2

satisfying u2 = a21w1 + a22w2

�
,

and similarly define MA(U2|u1). In deriving an achievable
rate region for inverse-compute-and-forward, we will work
with a union bound over the sets defined above. We now derive
their cardinality.

Lemma 1: Cardinality lemma. The set of allowable equa-
tions MA(U1, U2) and the set of conditionally allowable
equations MA(U�|um) have the following cardinalities:

|MA(U1, U2)| = 2n(R1+R2)

|MA(U1|u2)| = 2nRMIN

|MA(U2|u1)| = 2nRMIN .

Proof: First, we consider the cardinality of MA(U1, U2).
The pair of equations for u1 and u2 can be written in matrix
form as [u1 u2]T = A[w1 w2]T . Since A is full rank,
each possible input [w1 w2]T is mapped to a unique output
[u1 u2]T . From the problem statement, w1 takes on 2nR1

possible values and w2 takes on 2nR2 possible values, so the
input space contains 2n(R1+R2) elements.

Next. we consider |MA(U1|u2)|. Without loss of generality,
assume that R1 > R2. Then, for each of the 2nR2 possible w2,
there is exactly one w1 satisfying a21w1+a22w2 = u2. Thus,
there can only be 2nR2 pairs (w1,w2) and, since the equation
for u1 is linearly independent from that of u2, plugging these
in yields exactly 2nR2 solutions, which corresponds to 2nRMIN .
The proof for |MA(U2|u1)| follows in a similar fashion.

Inverse Compute-and-forwardApproach 1: allowable equations (ind. codewords at Txs)

Approach 2: MAC with 

common messages 

(correlated codewords 

at Txs)
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Approach 1: allowable equationsB. Achievable Rate Region

We now state the achievable rates for the cardinality-based
approach.

Theorem 2: Two message inverse compute-and-forward.
The messages w1 and w2 can be recovered from equations
u1 = a11w1 ⊕ a12w2 and u2 = a21w1 ⊕ a22w2 sent over a
Gaussian MAC if

min(R1, R2) < min(C(S1), C(S2)) (3)
R1 + R2 < C(S1 + S2). (4)

Proof: The result can be shown using a combination of
the Cardinality Lemma and a binning argument. We give a
full proof below for completeness.

Codebook generation and encoding: Generate 2nRMAX code-
words of length n, Xn

1 i.i.d ∼ N(0, S1). Similarly, generate
2nRMAX independent codewords Xn

2 i.i.d. ∼ N(0, S2). Note
that both codebooks meet the expected power constraint and
the codewords are independent across transmitters. The relays
are assumed to have successfully decoded u1 and u2, which
both lie in alphabets of size 2nRMAX . These equation values
are used as indices for the transmitted codewords Xn

1 (u1) and
Xn

2 (u2).
Decoding: The destination receives Y n = Xn

1 (u1) +
Xn

2 (u2) + Zn and decodes the pair (û1, û2) such that
(Xn

1 (û1), Xn

2 (û2), Y n) is jointly typical if such a pair exists
and is unique; otherwise, an error is declared. Knowing
(u1,u2), the destination can uniquely determine the messages
(w1,w2) as A is full rank.

Analysis of the probability of error: By symmetry, the
probability of error does not depend on the transmitted pair
(u1,u2). So, without loss of generality, we assume that
(u1,u2) = (0,0) was transmitted. An error occurs if the xn

1

and xn

2 corresponding to the correct (u1,u2) are not typical
with the received sequence or if for some (u1,u2) �= (0,0)
(that is admissible under A), the associated xn

1 (u1), xn

2 (u2)
are jointly typical with the received sequence. Define the
events

Ev1,v2 = {(Xn

1 (v1), Xn

2 (v2), Y n) ∈ A(n)
� }, (5)

where A(n)
� is the set of all jointly typical sequences. Using

the union bound, we can upper bound the probability of error,

Pe = Pr



Ec

0,0 ∪
�

(v1,v2) �=(0,0)

Ev1,v2





≤ Pr(Ec

0,0) +
�

v1∈MA(U1|0)\{0}

Pr(Ev1,0)

+
�

v2∈MA(U2|0)\{0}

Pr(E0,v2)

+
�

(v1,v2)∈MA(U1,U2),v1 �=0,v2 �=0

Pr(Ev1,v2).

By the asymptotic equipartition property, P (Ec

0,0) → 0 as
n→∞. Now, for v1 ∈MA(U1|0) \ {0}:

Pr(Ev1,0) = P ((Xn

1 (v1), Xn

2 (0), Y n) ∈ A(n)
� )

=
�

(xn
1 ,x

n
2 ,yn)∈A

(n)
�

p(xn

1 )p(xn

2 , yn)

≤ 2−n(H(X1)+H(X2,Y )−H(X1,X2,Y )−�)

= 2−n(I(X1;Y |X2)−�)

Similarly for v2 ∈MA(U2|0) \ {0}:

Pr(E0,v2) ≤ 2−n(I(X2;Y |X1)−�),

and for (v1,v2) ∈MA(u1,u2),v1 �= 0,v2 �= 0,

P (Ev1,v2) ≤ 2−n(I(X1,X2,Y )−�).

Finally, by the Cardinality Lemma,

Pe ≤ � + |MA(U1|0)|2−n(I(X1;Y |X2)−�)

+ |MA(U2|0)|2−n(I(X2;Y |X1)−�)

+ |MA(U1, U2)|2−n(I(X1,X2;Y )−�)

= � + 2nRMIN2−n(I(X1;Y |X2)−�)

+ 2nRMIN2−n(I(X2;Y |X1)−�)

+ 2n(R1+R2)2−n(I(X1,X2;Y )−�).

Thus, to ensure Pe → 0 as n→∞, it is sufficient if

RMIN < I(X1;Y |X2) = C(S1)
RMIN < I(X2;Y |X1) = C(S2)

R1 + R2 < I(X1, X2;Y ) = C(S1 + S2),

where we have evaluated the mutual information terms over
the i.i.d. Gaussian input distributions.
Remark: Note that the special case with one zero coefficient
results in a slightly different region. Specifically, the size of
the sets in the Cardinality Lemma will change, thereby altering
the left-hand sides of the achievable rate region of Theorem
2. In particular, if Relay 1 decodes an equation with non-
zero coefficients and Relay 2 decodes an equation with a22

mod Fp = 0 then the region will become

R2 < I(X1;Y |X2) = C(S1) (6)
Rmin < I(X2;Y |X1) = C(S2) (7)

R1 + R2 < I(X1, X2;Y ) = C(S1 + S2). (8)

IV. APPROACH II: MULTIPLE ACCESS WITH A COMMON
MESSAGE

An alternative approach to this problem is to view the
two equations u1 and u2 as two private messages and a
common message. Assume, without loss of generality, that
R1 > R2. Let wP

1 denote the first k2 symbols of w1 and
wC

1 the remaining k1 − k2 symbols. Recall that w2 is zero-
padded to length k1 so that the summations are well-defined.3

3This zero-padding can also be viewed as the nesting of the lattice used at
transmitter 2 in that used at transmitter 1.

Can handle special cases like coefficients =0
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Common message rate R0

Private message rate R2

Private message rate R1

Approach 2: MAC with common messages

}

}

}Decoding all parts yields
w1 and w2

[Slepian, Wolf, 1973], [Han, 1979]
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Approach 2: MAC with common messages

Common message rate R0

Private message rate R2

Private message rate R1

}Decoding all parts yields
w1 and w2

[Slepian, Wolf, 1973], [Han, 1979]

Thursday, June 14, 2012



Inverse Compute-and-Forward regions

Approach 2

Approach 1
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The CF and ICF rate regions, their intersection, and the convex
hull of their intersection are illustrated in Fig. 3.
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R2 Time sharing
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Fig. 3. Convex hull of intersection of CF and ICF rate regions.

When the interfering links between the sources and relays
are removed, the capacity of the channel between sources and
relays is that of two parallel channels. The second hop from
the relays to the destination is a multiple-access channel whose
capacity is also known. It can be shown that the capacity
region of this network is

R1 < min
�

1
2

log(1 + S),
1
2

log(1 + S3)
�

(17)

R2 < min
�

1
2

log(1 + S),
1
2

log(1 + S4)
�

(18)

R1 + R2 <
1
2

log(1 + S3 + S4). (19)

At high SNR, the region (14) – (16) strictly contains (17)
– (19), emphasizing that we not only mitigate the effect of
interference but also exploit it. For example, if R1 > R2 but
S3 < S4, the network with interfering links can make use of
the higher power at Relay 2 to send w1. If the interfering links
are removed, S3 is a bottleneck on R1.

VII. CONCLUSION

In this work, we have studied the inverse compute-and-
forward problem, where a receiver wants to recover messages
from equations at the relays. The key aspect of this scheme
is that the relays do not need to send the equations in their
entirety to the receiver. This is due to the fact that knowing one
equation restricts the possible values of the other equation if
the rates are asymmetric. This problem can also be viewed as

a multiple-access channel with a common message. Through
a case study, we demonstrated that this strategy, coupled with
compute-and-forward, can achieve rate pairs that are outside
the rate region of the same network without interference.
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When the interfering links between the sources and relays
are removed, the capacity of the channel between sources and
relays is that of two parallel channels. The second hop from
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At high SNR, the region (14) – (16) strictly contains (17)
– (19), emphasizing that we not only mitigate the effect of
interference but also exploit it. For example, if R1 > R2 but
S3 < S4, the network with interfering links can make use of
the higher power at Relay 2 to send w1. If the interfering links
are removed, S3 is a bottleneck on R1.

VII. CONCLUSION

In this work, we have studied the inverse compute-and-
forward problem, where a receiver wants to recover messages
from equations at the relays. The key aspect of this scheme
is that the relays do not need to send the equations in their
entirety to the receiver. This is due to the fact that knowing one
equation restricts the possible values of the other equation if
the rates are asymmetric. This problem can also be viewed as

a multiple-access channel with a common message. Through
a case study, we demonstrated that this strategy, coupled with
compute-and-forward, can achieve rate pairs that are outside
the rate region of the same network without interference.
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strictly contains ➚➚

at high SNR

Exploit interference and 

correlation it produces!

CF+ICF Interference-free
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In general 

Compute and forward to decode 

Inverse
Compute and forward to 

extract messages

Combine for a 
unified rate region!
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Outline

• Point to point channels: random codes, lattice (structured) codes

• Two-way relay channel: the canonical example of structure being useful

• Compute and Forward (+ Inverse Compute and Forward) for relay networks

• Relaying using lattice codes

• Additional lattice examples

• Conclusion
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Gaussian networks
Random codes for 

Gaussian networks
Structured codes for 

• have: cooperation 

W

Ŵ

• missing: “decode the sum’’ • missing: cooperation

• have: “decode the sum”

W1

Ŵ2

Ŵ1

W2

X1(W1)+ X2(W2)

• have: “extract from the sum”

Thursday, June 14, 2012



Cooperation in wireless relay networks

Ŵ2

W2

W3

Ŵ3

Ŵ3

W4
Ŵ4

W5

Ŵ5 Ŵ1

W1
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General relay network theorems

• AWGN relay channel DF and CF schemes first 
considered in [Cover, El Gamal, 1979]

• Lattice-based schemes?

1 2

R

• DF extension to arbitrary # of relays and sources in  [Xie, Kumar, 2004]

• CF extension / generalization to arbitrary # of relays and sources in  
[Kramer, Gastpar, Gupta, 2004]

• Quantize-map-forward scheme for arbitrary # of relays and sources in  
[Avestimehr, Diggavi, Tse, 2011] (finite gap)

• Quantize-map-forward extended to lattice codes in [Ozgur, Diggavi, 2011]

• Compute-and-forward framework [Nazer, Gastpar, TransIT, 2011], [Niesen, 
Whiting, 2011]

All based on RANDOM coding

• Noisy network coding [Lim, Kim, El Gamal, Chung, 2010] (finite gap)
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Lattice codes missing in?

• AWGN relay channel ?

1 2

R

1 2

R

• Two-way relay channel in presence of direct links?

``Cooperation’’

Various links carry 
same message!
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Enabling lattice ``Cooperation’’

Lattice list decoder

1 2

R X X X X

X X X X

X X X X
X X X X

X X X X

1 2

R X X X X

X X X X

X X X X
X X X X

X X X X

Intersect 2 lists

Lattices achieve DF rate

decode to 
rather than

Lattices in multi-source networks

1 2

R

L1−2(w1)

L2−1(w2)

LR−1(w2) LR−2(w1)

1

2

R D

L1−D(w1)

L2−D(w2)

LR−D(w1)
LR−D(w2)

combine ``decode sum’’ 
and direct-link cooperation

Lattices achieve CF rate

1 2

R

lattices good source and channel 
codes, special Wyner-Ziv
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Lattice list decoder

• results in a list of codewords

• IDEA: decode to rather than to 

• require correct codeword to 
be in list

• how many (lower bound) are in list?

2n(R−C(P/N))• Theorem:

[Y. Song, N. Devroye, submitted to IT Trans., 2011]
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Enabling lattice ``Cooperation’’

Lattice list decoder

1 2

R X X X X

X X X X

X X X X
X X X X

X X X X

1 2

R X X X X

X X X X

X X X X
X X X X

X X X X

Intersect 2 lists

Lattices achieve DF rate

decode to 
rather than

Lattices in multi-source networks Lattices achieve CF rate

1 2
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1

2

R D

L1−D(w1)

L2−D(w2)

LR−D(w1)
LR−D(w2)

combine ``decode sum’’ 
and direct-link cooperation

1 2

R

lattices good source and channel 
codes, special Wyner-Ziv

Thursday, June 14, 2012



Decode and forward relaying 

• Irregular Markov Encoding with Successive Decoding                                  
[Cover, El Gamal 1979] 

• Regular Encoding with Backward Decoding
[Willems 1992]

• Regular Encoding with Sliding Window Decoding
[Xie, Kumar 2002]

• Nice survey
[Kramer, Gastpar, Gupta 2005]

1 2

R
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Single source: lattice DF

Achieved using 
 NESTED LATTICE CODES!

Alternative lattice-based DF scheme in 
[Nokleby, Aazhang, 2011, 2012]
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Central idea behind using lists

• view cooperation between links as intersection of  independent lists

1 2

R
X X X X

X X X X

X X X X
X X X X

X X X X

1 2

R X X X X

X X X X

X X X X
X X X X

X X X X

• mimic all Block Markov steps for achievability
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An aside.....

1 2

R

w Ŵ

• ideally would want this list, rather than forcing a decode.....
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Single-source, multiple relay

Y3 = X1 +X2 + Z3, Z3 ∼ N (0, N3)

1

2

4

3

Y2 = X1 + Z2, Z2 ∼ N (0, N2)

Y4 = X1 +X2 +X3 + Z4, Z4 ∼ N (0, N4)

[Kramer, Gastpar, Gupta 2005]

[Xie, Kumar 2004]

 NESTED LATTICE CODES can mimic the regular 
encoding / sliding window decoding DF rate
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1

2

4

3
L1−3

L2−3

1

2

4

3

L1−4

L3−4L2−4

1

2

4

3 • Unique decoding

X X X X

X X X X

X X X X
X X X X

X X X X

• Intersection 2 lists

X X X X

X X X X

X X X X
X X X X

X X X X
X X X X

X X X X

X X X X
X X X X

X X X X

• Intersection 3 lists

X X X X

X X X X

X X X X
X X X X

X X X X

X X X X

X X X X

X X X X
X X X X

X X X X

X X X X

X X X X

X X X X
X X X X

X X X X
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Enabling lattice ``Cooperation’’

Lattice list decoder
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rather than
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1 2
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Compress and forward (CF)

• DF limited by need to decode at relay

1 2

R

• CF is NOT limited in this fashion

1 2

R

1 2

R

1 2

R
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A Lattice CF scheme

same as that achieved by Gaussian codes in the 
CF scheme of [Cover, El Gamal, 1979]

1 2

R

uses lattice version of Gaussian Wyner-Ziv [Zamir, 
Shamai, Erez 2002]
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Enabling lattice ``Cooperation’’

Lattice list decoder
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1 2

R

Two-way relay channel (with direct links)

W1

Ŵ2 Ŵ1

W2
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• we derive a new achievable rate region using nested lattices, with direct link             

1 2

R

w1 w2
X

• this region attains constant gaps for certain degraded channels

Two-way relay channel (with direct links)
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Rate region

• Theorem: For the two-way relay channel with direct links, we may achieve:

1 2

R

• eliminates “MAC”-like constraints at relay [Xie, CWIT, 2007]

[Y. Song, N. Devroye, submitted to IT Trans., 2011]
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intersect 2 lists intersect 2 lists

1 2

R

w1 w2

X X X X

X X X X

X X X X
X X X X

X X X X
X X X X

X X X X

X X X X
X X X X

X X X X

L1−2(w1)

L2−1(w2)

1 2

R

w1 w2

X X X X

X X X X

X X X X
X X X X

X X X X

X X X X

X X X X

X X X X
X X X X

X X X XLR−1(w2) LR−2(w1)
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Lattices for the multiple-access relay channel

1

2

R D

YD = X1 +X2 +XR + ZD, ZD ∼ N (0, ND)

w1

w2

Key idea: decode+forward sum at the relay
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of use in for example the two-way interference channel
where each receiver sees one desired message and interference
signals from two users. At least this may be the case when
considering restricted nodes - when they are unrestricted then
this combined interference signal may actually contain useful
cooperative information. At this stage it might be useful to
have the users align or cooperate in some way so that a
similar combination of messages is decoded and used - i.e.
rather than trying to decode individual cooperate messages
from the users. No structured codes are used (they cite them
being too complex) - all that is assumed is that there is a
form of invertibility condition and the assumption that the
combined interference signals take on values in a finite set.
Very nice paper - need to understand this one fully!! Nice
simple deterministic examples of treating interference as noise
versus decoding it - is there a simple two-way deterministic
interference channel that can use here as an example? A-la
Figure 4 of [5]? But it needs to be MORE than decoding
interference - it needs to also have a two-way aspect to it (this
would be unrestricted - so the decoded sum interference could
maybe carry a message?)

Fading
In [1] a channel in which CSIT and CSIR are both non-

ideal and are obtained/agreed upon over a noisy channel
in the forward channel and over a noisy feedback channel,
are obtained. As the channel state information is unknown,
diversity-multiplexing tradeoffs are key metrics to consider;
the authors derive achievable diversity-multiplexing tradeoffs
for FDD and TDD systems which exploit multiple rounds of
conferencing to extract more bits about the actual channel
state - a form of iterative refinement scheme which increases
the diversity order with every round of communication. In
addition, the authors develop a multi-round protocol for the
TDD system which exploits channel reciprocity and achieves
the maximal diversity-multiplexing tradeoff and dominates its
FDD counterparts where no reciprocity is available.

Source coding two-way
The work of Alon Orlitsky on two-way source coding

problems and interactive communications is of great relevance
when approaching the two-way problem from a joint source-
channel coding perspective. Orlitsky’s work has mainly fo-
cussed on source coding, assuming the communication channel
to be ideal, or focussing on zero-error communication prob-
lems over noisy channel (thereby requiring the probability
of error to be exactly zero rather than vanishingly small as
the number of channel uses tends to infinity). HAS THE
GENERAL CASE BEEN CONSIDERED? ASK ORLITSKY
AT ISIT? In [2] Orlitsky considers the zero-error capacity
of a channel and exhibits sources for which communicating
multiple instances requires about 1 bit per instance but com-
municating one instance requires arbitrarily many bits, and
also exhibit sources for which the number of bits required for
a single instance is comparable to the source’s size, but two
instances require only a logarithmic number of additional bits.
I don’t believe [2] has any two-way communication involved
but the question of zero-error capacity of a two-way channel
- is that open?

In [3] Orlitsky considers another communication problem

where a sender wants to accurately convey information to
a receiver who has some possibly related data, i.e. sender
wants to send X and receiver has Y where (X, Y ) ∼ p(x, y).
The authors obtain bounds on the number of symbols that
must be transmitted using a zero-error, one-way, deterministic
protocol to exactly obtain X and the receiver who has Y .
Bounds on the number of bits in unresticted model, and
multiple instances (multiple (Xi, Yi) pairs) are considered.
Still a one-way problem. All these problems map to graph
theoretic problems due to the zero-error nature of the desired
communication - vertices of the graph are messages and two
messages are connected if they are confusable at the output.
A random graph is a graph and a random variable that is
randomly distributed over this graph.

Slepian-Wolf coding
The Slepian-Wolf theorem deals with the lossless com-

pression of two or more correlated data streams. Wyner-Ziv
coding extends this in two ways: first it considers a point-
to-point transmission where X is desired at receiver which
has Y where X and Y are correlated (zero-error source-
coding problem with side information). Furthermore, Wynzer
and Ziv considered the problem where the channel is no
longer noiseless and obtain the rate-distortion function for
transmitting X and rate R(d) when distortion d is tolerated and
the receiver has side-information Y . In [17] this is generalized
to networks, where sufficient conditions for multicasting a set
of correlated sources over cooperative networks (nodes may
transmit, receive and forward what they overhear) is presented,
which uses a joint source-Wyner-Ziv encoding/sliding-window
decoding scheme.
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Key idea: successive decoding of 
pairwise lattice sums
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Much much more!

• Uri Erez + Ram Zamir’s work, website, slides and “Lattices are Everywhere” 
have excellent surveys

• Bobak Nazer and Michael Gastpar’s survey article “Reliable Physical Layer 
Network Coding’’ in Proc. of IEEE, 2011 has many references!

• Matt Nokleby and Benhaam Aazhang’s recent work explores combining 
cooperation and compute-and-forward
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Conclusion: lattice codes to

W1

Ŵ2

Ŵ1

W2

W3

Ŵ3

Ŵ3

W4
Ŵ4

W5

Ŵ5 Compute and forward

Inverse compute and 
forward

Relay

Exploit linearity!
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Conclusion

• can random codes be replaced by structured codes in Gaussian networks?

• how to combine different techniques in a comprehensive but manageable 
fashion?

• is structure necessary and how well can compress-and-forward do?
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