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Gaussian (wireless) networks
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Gaussian (wireless) networks

O

W O O

Relaying / cooperation

UIC Department of Electrical
“eeda and Computer Engineering

Thursday, June 14, 2012



Gaussian (wireless) networks

Addltlve

Can exploit channel’s natural linearity?
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Structured codes for Gaussian networks

Receive
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Outline

e Point to point channels: random codes, lattice (structured) codes

e Two-way relay channel: the canonical example of structure being useful

e Compute and Forward (+ Inverse Compute and Forward) for relay networks

e Relaying using lattice codes

e Additional lattice examples

e Conclusion
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Point-to-point communication system

...............

..............

..............

What is the capacity of this channel?

Intuitively Formally
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Mathematical description of capacity

¢ Information channel capacity:

C'=max[(X;Y)

p(x)

e Operational channel capacity:

Highest rate (bits/channel use) that can
communicate at reliably

e Channel coding theorem says: information capacity = operational capacity

Thursday, June 14, 2012



Capacity: key ideas

Estimate of message
Message o
: ~ W et ® o= , Xn Yn 0 ® ® ® ® o= . W :
! Source > Encoder — p(y | CB) ’ Decoder — Destination :
I J . ....... . ....... '

INnputs Qutputs

' “non-confusable” inputs = channel’s capacity, depends on p(y|x)
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Additive white Gaussian noise (AWGN) channel

N Gaussian noise ~ N(O,Px)
I
Input with power constraint |

EMXC]<P v

—> =h X+ N
Wireless channel

time time
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Additive white Gaussian noise (AWGN) channel

N Gaussian noise ~ N(0,Px)
Input with power constraint :

EPC<P ;
@_—h> —hX+N
Wireless channel
¢ = I;(z'icl(X; Y) May achieve for p(z) ~ N (0, P)
1 | ( P+ PN> I.1.d. Gaussian codebook!
_— — Og
2 Px
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Achieving capacity: random codes

o Generate 2"% (rate R) codewords X" = [X;, X5,---,X,] independently and
element-wise 1.1.d. according to

ny __
p(z") =
A
o
o o
o
\ e
\ e
* V —  ee °
o
o n larger
. UIC Department of Electrical
n= =53 and Computer Engineering
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Achieving capacity: lattice codes

N Gaussian noise ~ N(0,Px)

Input with power constraint :
—> =hX+N

Wireless channel

Theorem: [ attice codes achieve the
capacity of the AWGN channel

U. Erez and R. Zamir, Achieving % log(1 + SNR) on the AWGN
channel with lattice encoding and decoding, IEEE Transactions on
Information Theory, vol. 50, pp. 2293-2314, October 2004.

U. Erez, S. Litsyn, and R. Zamir, Lattices which are good for (al-
most) everything, |IEEE Transactions on Information Theory, vol. 51,
pp. 3401-3416, October 2005.

R. Zamir, Lattices are everywhere, in Proceedings of the 4th Annual
Workshop on Information Theory and its Applications, La Jolla, CA,

February 2009. Ulc Department of Electrical
and Computer Engineering
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L attice code basics

e A lattice A is a discrete subgroup of R"

TR A= it b ETSK

Z" is a simple lattice.

figures taken with permission and gratitude
from [B. Nazer, ISIT 2011 tutorial]

B e R"

BzZ"

EY! (not true of random i.i.d. Gaussian)
. . . ® . . . °

Nested lattices A C ApINE

UIC Department of Electrical
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Sums of random codewords

. 0 e o o e e
X1+ Xo

KEY! (not true of random i.i.d. Gaussian)

Sums of structured codewords

° @ ° —I— ) @ ° p— ° ° @ ° °
X1 X5 X1+ Xo UIC Department of Electrical

erieds and Computer Engineering
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Lattice notation
e A={A=Gi:ieZ"}, G the generator matrix

o [attice quantizer of A:
X) = n || X — A
Q(X) = arg I}\nem‘ | |

e x mod A :=x — Q(x)

e fundamental region V := {x : Q(x) = 0} of volume V

e second moment per dimension of a uniform distribution over V:

1 1
o2(A) ::V.E/VHXWX

UIC Department of Electrical
s and Computer Engineering
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Nested lattice codes

* Nested lattice pair: A C A,

N
-, SeL? S

e [ attice in n (blocklength) dimensions

/

/
/
/

__-_-_--\
RPN

| PP ——

\

e Thecode book H« C={A.NV(A)} K is ™~

used to achieve the capacity of AWGN channel
[Erez+Zamir, Trans. IT, 2004]

s
\

]
[}
]
[}
|
[}
|
[}
\

- op_ ! _ L Vi
e Coding rate: R = - log |C| = - log VAL arbitrary  (# of %)

UIC Department of Electrical
“Eeees and Computer Engineering
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Achieving capacity using lattice codes

MCA. i
N AN
//’7 P V /\\ N
2 e
Codebook * C={A.NV(A)} | "TNSR,
" ¢ )AL O N
TN I N L
\| / . /N " e ‘.'7
i e (e o e 1
: . & ¢ :
E . . !
‘L 7/‘\‘\7\ PR
Message
w—tel

gubtract dither U

Y= Py

Encoder Channel "~ Decoder

N
t—>@—> mod A X P Y »D?@—’mod A Qa. ()

.............................................

t & w

. 1 P
AChleVGS rate 2 log (1 T N) 'UIC Department of Electrical
A a0 and piqmpgétg‘rﬁlingmeenng
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Lattice codes for Gaussian single-hop channels”

O
e AWGN channel [Erez, Zamir, Trans. IT, 2004] O<
o O\

e AWGN broadcast channel [zamir, Shamai, Erez, Trans. IT, 2002] O/

e AWGN multiple-access [Nazer, Gastoar, TransIT 2011] and ~dirty” multiple-access
channels [Philosof, Khisti, Erez, Zamir, ISIT 2007]

¢ Distributed source coding [Krithivasan, Pradhan, TransIT 2009]
1’\‘\ \\
e AWGN interference channel: interference decoding / O——O

iInterference alignment in K>2 interference channels [Bresler, Parekh,
Ise, TranslT, 2010] [Sridharan, Jafarian, Jafar, Shamai, arXiv 2008]

What about multi-hop relay networks?

uuc Department of Electrical
) = and Computer Engineering
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Outline

e Point to point channels: random codes, lattice (structured) codes

e Two-way relay channel: the canonical example of structure being useful

e Compute and Forward (+ Inverse Compute and Forward) for relay networks

e Relaying using lattice codes

e Additional lattice examples

e Conclusion

UIC Department of Electrical
e s and Computer Engineering
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Two-way relay channel W, Chou, Kung 2004]

®

Wi1_,
W2 «

<« W2
-> W1

UIC Department of Electrical
" sega and Computer Engineering
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4 possible protocols for half-duplex nodes

PN T \
— g X1 XRr

] o 0l |
— — 1 ¥ i
- - C) i E @ ® l @ E E X1+X2 X1+X>2 E
//e/ / XR ® @ | X4 Xo o) X1+X2 E E . ' . l @ E
=\ ,:/ @ M )

------------------------ // ‘—--—-----------------v

4 phase protocol Akl t OI -
(routing) “ecading)
Time T

YZ t — XR t al Z2 [t] _UIC Department of Electrical

o e ewe and Computer Engineering
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4 phase routing

1 P

Rrourivg = log| 14—

------------------------

4 phase protocol
(routing)
Time

UIC Department of Electrical
" sega and Computer Engineering
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3 phase network coding
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4 phase protocol 3 phase protocol
(routing) (network coding)
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4

Time
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— _ |
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2 phase physical layer network coding
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4 phase protocol 3 phase protocol 2 phase protocol
(routing) (network coding) (physical layer network coding)

Time

1 1 P
Rparrice = ;logy | 5 +—
2 o

1 P 1 P
Rrourive = Zlog{1+ 75 RyeTcop = zlog( 1+ —
o 3 o
notation taken with permission and gratitude ' ‘Ulc Department of Electrical
from [B. Nazer, M. Gastpar, Proc. IEEE, 2011] T AT OCAGE and Computer Engmeermg
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2 phase physical layer network coding
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4 phase protocol 3 phase protocol 2 phase protocol
(routing) (network coding) (physical layer network coding)
Time
1 p 1 P 1 1 P
RrouTING = Zlog 1+ o RNETCOD = glog 1+ pe; RLATTICE = Elogz 3 + g
Rypper = Zlog| 14—
notation taken with permission and gratitude O- . ‘Ulc Department of Electrical
from [B. Nazer, M. Gastpar, Proc. IEEE, 2011] AT CHCAGD and Computer Engineering
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[Nazer, Gastpar, 2011]

Key idea: structured coding [Nam, Chung, Lee, 2010]

[Wilson, Narayanan, Pfister, Sprintson,2010]

X1(W1)+ X2(W2) +Z

®

X1(W1) X2(W2)

W2 <« -> WA

Multiple access channel? W1, W2
depends on what the relay needs

UIC Department of Electrical
" sega and Computer Engineering
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—Xploit own-message side-information

—nough Iif have
W1 ® W2

“® @O

W2=W1 o W2 @ W1 W1i=W1 o W2 e W2

Don’t necessarily need individual messages at relay!
Don’t decode what you don’t need!

UIC Department of Electrical
" ieds and Computer Engineering
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images taken from [Ise, slides]

Decode both messages

®

X1(W1) X2(W2) ;'

If we use random codes....

UIC Department of Electrical
" ieds and Computer Engineering
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W1 @ W2

Decode the SUM

X1 (W1)+ X2(W2) +Z o

* i L 4 R J
. _\.; 4 i
\./\-/.\f’ \
\—\0

If we use structured codes....

UIC Department of Electrical
- and Computer Engnneenng
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X1(W1)+ X2(W2) +Z

®

X1(W1) X2(W2)
Random codes Structured codes
1 p 1 P, Py
Rlsﬁlog(HN—;) R1§210g<P1+P2+NR)
1 P 1 P, Py
R2§§10g<1+N—2> R2§21Og<P1+P2+NR>'
1 P+ P 0
Ri+ Ry < 5log ( 1+ — No sum-rate!

UIC Department of Electrical
" sega and Computer Engineering
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(Gains (equal power and channel gains)

3.5 I T T
x Upper
o 3 L attice i
2 — Analog
® 2.5 |r=re- Netcod
.
S - = =Routing
5 2 O BPSK i
o)
£
n 15
=
=
()] 1 D
©
Y
0.5
OCD 1 1 1

0 5 10 15 20
Transmitter Power in dB

Fig. 11. A performance comparison of the schemes for the
two-way relay channel discussed in this paper.

taken with permission and gratitude from
[B. Nazer, M. Gastpar, Proc. of IEEE, Mar. 2011]
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Why force the decode”?

N

Y=X1(W1)+ X2(W2) +Z —> Y —> Xz

X1(W1) X2(W2)
W2 « -> W1

Why not compress-and-forward?

UIC Department of Electrical
" ieds and Computer Engineering
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(Gains (equal power and channel gains)

35 I T T
3l |77 Upper Bound
—— Compute

o5l Compress |
— —— Decode
3
oD 2
®
O
O]
= 1.5
o

0 5 10 15 20
SNR in dB

taken with permission and gratitude from
[B. Nazer, M. Gastpar, ISIT Tutorial 2011]
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Outline

e Point to point channels: random codes, lattice (structured) codes

e Two-way relay channel: the canonical example of structure being useful

e Compute and Forward (+ Inverse Compute and Forward) for relay networks

e Relaying using lattice codes

e Additional lattice examples

e Conclusion

UIC Department of Electrical
e s and Computer Engineering

COLLEGE OF ENGINEERING
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Compute-and-forward

N\
N
N
e 1 /
< /’
\\‘I/
L AR S
ol /S
NS
” /
&
’/ /
& /
/
‘NZ <)
2 / —_— / /
/ 7
/ v
/ Phd
/ s
A
/ 7

’l
Compute-and-Forward
[B. Nazer, M. Gastpar, IT Trans., 2011]

Inverse of Compute-and-Forward
[Y. Song, N. Devroye, B. Nazer, ISIT 2011]

Naturally “align™ desired equations to channel  yic mamenortectica

w85 and Computer Engineering
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Compute-and-forward

e I'xs do not know channels

e Lattice points t; <— message w;
all from same lattice A

e transmit dithered codewords

[B. Nazer, M. Gastpar, IT Trans., 2011]

X1
t1— & b
AN A
to—| &5 2 N2 I Y > D =V
hK K
= [Zaetg] mod A
0=1
XK
tk—| €k

e Rx removes dithers U; and recovers the equation v = {Z{il altl} mod A,

map it back to message space to obtain u = @l]\; LAIW]

e cqual rate R achievable if

1
R < —

N + P|[h)? \

lo
2 g(Nnauu P

| |hk | |2 ’ ]ak ‘ ‘2 hTak UIC Department of Electrical

and Computer Engineering
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Applying this...

Y3 = Xy + Xo 4 23,
Y4:X1_X2_|_Z47
Ys = X3+ X4+ Zs,

[B. Nazei, M. Gastpar, IT Trans., 2011] Ry < = — + .5

’l
Compute-and-Forward 1 log (1 )
2 2

1 1
R2<—log<—+S

2 2

UIC Department of Electrical
" sega and Computer Engineering
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If no Interference links....

W1 Y3 = X1 + Xo + 43,

<:>—1 > Yy = X1 — Xo+ Zy,

| Y5 = X3+ X4 + Zs,

@ . @/® W1, W2
W2 —1

W1

Interference-free W2 Compute-and-forward
1 1 1
R1<§log(1—|—5) R1<§log<§+5>
1 1 1
R2§§log(1—|—5) R2<§log<§—|—5>
w228 2t Computer Engineering
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//
I
I

Inverse Compute-crm—

Wl@Wz

(}' > Y
W2 —1 i

\/

Inverse of Compute-and-Forward
[Y. Song, N. Devroye, B. Nazer, ISIT 2011]

UIC Department of Electrical
" sega and Computer Engineering
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/ R

Inverse Compute-and

U] —a11 W1 D a12W2 \

:>X1 .

N X Xt g

W
Po \"

(zero-pad)

\\\ - . . ::J-::j

\\

\ /

Thursday, June 14, 2012
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Approach 1: allowable equations

U] —a11W1 D a12Wgo

O

Key idea: if one equation is fixed, limits the
number of possibilities of the other!

o

U —A21W1 D G220W2

1

wirate gy g | = ug| = 2"MAX P 2Ry > R+ R,

1

wo rate Ro
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Approach 1: allowable equations

U1 —a11W1 D a1o9Wo

= X4
Power S

O — W1, W2

Power So
= Xo

U —A21 W1 D 22 W2

y  min(R, Rz) <min(C(51), C(52))
Ry + Ry < C(S1 + S2).

Can handle special cases like coefficients =0

Thursday, June 14, 2012



[Slepian, Wolf, 1973], [Han, 1979]

Approach 2: MAC with common messages

wq rate R;

} U] =a11W1 D ajawa
wo rate Ro

wq rate R

} U —a21 W1 © A22W2
wo rate Ro

Private message rate R1 *

Private message rate R2 Decoding all parts yields
Common message rate Ro w1 and wz

Thursday, June 14, 2012



[Slepian, Wolf, 1973], [Han, 1979]

Approach 2: MAC with common messages

wq rate R;

Ry <1

Ry <1
Ri+ Ry <1
Ro+ R+ Ry <1

X1; Y[ X, V)
Xo; Y[ X1,V)
X1, X9 Y|V)
X1, X5:Y)

wo rate Ro

e N

wq rate R
for some pv(v)pxlw(azl|v)pX2|V(x2|v).

wo rate Ro

Private message rate R1 *

Private message rate Re Decoding all parts yields
Common message rate Ro w1 and wz

Thursday, June 14, 2012



Inverse Compute-and-Forward regions

ol ™

X,

A

Approach 1

Thursday, June 14, 2012



CF+ICF Interference-free

S W1 D wa

\
W1 &, Wo
Y 2
\\/ / - — ,
\ - Ry < min § - log(1+5), 5 log(1 + S3) ¢
\ ) Ry <minq log(1+95), 5 log(1 + S4) J>

1 1
: (1 L 1
min(R1, R2) < min (2 log(1+ S3), 5 log(1 + 54)) Ri+ Ry < 5 log(1 4+ S3+ S4).

R+ Ry < %log(l + 53+ S4).
" strictly contains
at high SNR

UIC Department of Electrical
" sega and Computer Engineering
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In general

: Inverse
C_o mbine for a Compute and forward to
unified rate region! extract messages

‘\ .\:,!' _

Compute and forward to decode awq P bwo
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Outline

e Point to point channels: random codes, lattice (structured) codes

e Two-way relay channel: the canonical example of structure being useful

e Compute and Forward (+ Inverse Compute and Forward) for relay networks

e Relaying using lattice codes

e Additional lattice examples

e Conclusion

UIC Department of Electrical
Ao sds: and Computer Engineering

COLLEGE OF ENGINEERING
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O
© o
Random codes for o ® Structured codes for

Gaussian networks © ® © (Gaussian networks

¢ have: “decode the sum”
e have: “extract from the sum”

W2
X:(Wi)+ Xe(W:) W

I o ©
"o O "0 O

®* missing: “decode the sum” ®* missing: cooperation

UIC Department of Electrical
*Eess and Computer Engineering

¢ have: cooperation

N~

W

Thursday, June 14, 2012



Cooperation in wireless relay networks

W3 W5

W2
,OVA\”

WH1

W2 O O W3

_UIC Department of Electrical
s se and Computer Engineering
COLLEGE OF ENGINEERING
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General relay network theorems

e AWGN relay channel DF and CF schemes first
considered in [Cover, El Gamal, 1979]

@

e DF extension to arbitrary # of relays and sources in [Xie, Kumar, 2004]

e CF extension / generalization to arbitrary # of relays and sources in

All based on RANDOM codmg

ANnd sources In

[Avest/mehr D/ggaw Tse 201 1 | (f/n/te gap)
e Noisy network coding [Lim, Kim, El Gamal, Chung, 2010] (finite gap)

e |attice-based schemes?

e Quantize-map-forward extended to lattice codes in [Ozgur, Diggavi, 2011]

e Compute-and-forward framework [Nazer, Gastpar, TransiT, 2011], [Niesen,
Whiting, 2011]

unc Department of Electrical
B = and Computer Engineering
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Lattice codes missing in’?

e AWGN relay channel ?

“Cooperation”

Various links carry
same message!

b ~ UIC Department of Electrical
*ieds and Computer Engineering
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Enabling lattice Cooperation”

Lattice list decoder Lattices achieve DF rate

decode to

rather than @\ o

Lattices in multi-source networks Lattices achieve CF rate
X + 7

< Lo_1(wy) >@ >@ X + Z2
combine decode sum” lattices good source and channel
and direct-link cooperation codes, special Wyner-Ziv

UIC Department of Electrical
" ieds and Computer Engineering
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| attice list decoder

/ \
/ \
/ \
e IDEA: decode to { ), rather than to .
\\ I,’ oS
\ 4 27 -~ °

e results in a list of codewords

® require correct codeword to
be in list

- es e a» a» > a» e o

o = e a» a» e e @ =

e how many (lower bound) are in list?

o = e e» a» e @ @ =

e Theorem: 97 (R—C(P/N)) L . .

. UIC Department of Electrical
[Y. Song, N. Devroye, submitted to IT Trans., 2011] w52 and Computer Engineering
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Enabling lattice "Cooperation”

Lattice list decoder

decode to .

rather than &

Lattices achieve DF rate

Thursday, June 14, 2012



Decode and forward relaying

e [rregular Markov Encoding with Successive Decoding
[Cover, El Gamal 1979]

e Regular Encoding with Backward Decoding
[Willems 1992]

e Regular Encoding with Sliding Window Decoding

[Xie, Kumar 2002]

e Nice survey
[Kramer, Gastpar, Gupta 2005]

UIC Department of Electrical
A e and Computer Engineering

COLLEGE OF ENGINEERING
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Single source: lattice DF

Lattices achieve the DF rate for the relay channel. The following Decode-
and-Forward rates can be achieved using nested lattice codes for the Gaussian
relay channel:

R < max min

—log|{1+—1],=1o
a€l0,1] 5 5 Na

2 Ngp)'2

{1 ( ozP) 1 <1+P+PR+QW)}.

Achieved using
NESTED LATTICE CODES!

Alternative lattice-based DF scheme in
[NOkleby, AaZhang, 201 1 , 201 2] ___UIC Department of Electrical

wen2% and Computer Engineering
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Central idea behind using lists

e view cooperation between links as intersection of independent lists

L1 _o(w)N Lr_o(w) = UNIQUE w

* mimic all Block Markov steps for achievability ... UIC Department of Electica

and Computer Engineering
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An aside.....

 Li_a(w)

A
@ w
—Pp

¢ ideally would want this list, rather than forcing a decode.....

UIC Department of Electrical
*eesa and Computer Engineering
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[Xie, Kumar 2004]

Single-source, multiple relay [Kramer, Gastpar, Gupta 2005]

Yo = X1+ Zo, Zy ~N(0, N2)
Y3 = X1+ Xo+ Z3, Z3~N(0,N3)

O O

Yio=X1+Xo+ X35+ 24, Zy~N(0,Ny)

NESTED LATTICE CODES can mimic the regular
encoding / sliding window decoding DF rate

Thursday, June 14, 2012



@ e Unique decoding
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Enabling lattice Cooperation”

Lattice list decoder Lattices achieve DF rate

T . decode to
’ I, rather than
e, AEGSE

lattices good source and channel

codes, special Wyner-Ziv

UIC Department of Electrical
s and Computer Engineering
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Compress and forward (CF)

e DF limited by need to decode at relay

e CF is NOT limited in this fashion

l//;g — Xpr Wyner-Ziv

Yr — Yg

@/ﬁ»\@

direct link side-information ————
combine with direct link
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A Lattice CF scheme @F @>\@

Theorem. For the three user Gaussian relay channel described by the input/output
equations Yr = X7 + N at the relay’s receiver and Yy, = X1 + Xr + Ny at the des-
tination, with corresponding input and noise powers P;, Pr, Nr, No, the following
rate may be achieved using lattice codes in a lattice Compress-and-Forward fashion:

1 Py P, Pp
R<-log|1l+—+ .
2 No  PiNgr+ PiNo+ PrRNR + NrNo

same as that achieved by Gaussian codes in the
CF scheme of [Cover, EI Gamal, 1979]

uses lattice version of Gaussian Wyner-Ziv [Zamir,
Shamai, Erez 2002]
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Enabling lattice Cooperation”

Lattice list decoder

- o -

decodeto |
rather than

Lattices achieve DF rate

combine decode sum”
and direct-link cooperation

Lattices achieve CF rate
X+ 7

>@ X + 2o
—P

lattices good source and channel

codes, special Wyner-Ziv
UIC Department of Electrical
A Secas qnd‘Cqmpyte_erngineering
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Two-way relay channel (with direct links)

®
W1, / \ « W2

W2<— > W1

UIC Department of Electrical
" sega and Computer Engineering
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Two-way relay channel (with direct links)

Yr=X1+Xo+ Zr, Zr ~N(0,Ng)

®

>0

w1
Yi=Xi+Xo+Xp+2) Yo=X1 +Xo+ Xr+ 2>
Zy ~ N(0,Ny) Zy ~ N (0, N3)

2

e we derive a new achievable rate region using nested lattices, with direct link

e this region attains constant gaps for certain degraded channels

UIC Department of Electrical
*eesa and Computer Engineering
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Rate region / \

e Theorem: For the two-way relay channel with direct links, we may achieve:

(11 P, P\ 1 P, + Pp
R, < ~1 —* “loe (1
1mm<_2 Og(P1+P2+NR>_ ,20g( +

AR P, P\1" 1 P, + Pg
Ro < — 1] — — 1 1
2m1n<_2 Og(P1+P2+NR)_ ,20g( i N

e climinates “MAC”-like constraints at relay [Xie, CWIT, 2007]

, f Electrical
[Y. Song, N. Devroye, submitted to IT Trans., 2011] unc gr?g %r(t)nnl%?:ttgr Eneg;:itnr(la%?ing
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intersect 2 lists intersect 2 lists

X X X X R—2 ‘
X X X (
X X X
X X X X
X X X

UIC Department of Electrical
*eesa and Computer Engineering
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Lattices for the multiple-access relay channel

w1

Yr=X1+Xo+ Zr, Zr ~N(0,Ng)
Yp=X1+Xo+Xr+Zp, Zp ~N(0,Np)

Key idea: decode+forward sum at the relay

Thursday, June 14, 2012



Lattices for the multiple-access relay channel

Theorem: The following rates are achievable for the AWGN multiple access relay channel:

lo ( P —|—i>_+
“\Pi+P ' Ni/
. Py P\
Ro < min lo A
’ ( g<P1+P2 NR)_

R+ Ry < _ missing sum-rate constraint at relay!

R; < min (

Key idea: decode+forward sum at the relay
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Lattices for the Compute-and-Forward MARC

w1

c iINstead of

w1, Wa
@ @ want

w1 D wo

wQE

Yr=X1+Xo+ Zr, Zr ~N(0,Ng)
Yp=X1+Xo+Xr+Zp, Zp ~N(0,Np)

Key idea: decode+forward real sum at the relay

[M. Nokleby, B. Nazer, B. Aazhang, N. Devroye, to appear in ISWCS 2012]
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Lattices for multi-pair two-way relay network

Key idea: successive decoding of
pairwise lattice sums

A. Avestimehr, A. Sezgin, and D. Tse, “Capacity region of the deterministic multi-pair bi- M. Chen and A. Yener, “Power allocation for F/TDMA multiuser two-

directional relay network,” in Proc. IEEE Inf. Theory Workshop, Volos, June 2009. ;ng ;leetyzl(l)it(\)v orks,” IEEE Trans. Wireless Comm., vol. 9, no. 2, pp.

H. Ghozlan, Y. Mohasseb, H. El Gamal, and G. Kramer, “The MIMO wireless switch: Relaying D. Gunduz. A. Y A. Goldsmith. and H. P “Th 1 lav ch \” in Proc. IEEE
can increase the multiplexing gain,” 2009. [Online]. Available: http://arxiv.org/abs/0901.2588 - Gunduz, A. Yener, A. Goldsmith, and H. Toor, ¢ multi-way relay channel,” in Froc.
Int. Symp. Inf. Theory, Seoul, July 2009, pp. 339-343.

A. Sezgin, A. Khajehnejad, A. Avestimehr, and B. Hassibi, “Approximate capacity region of the
two-pair bidirectional gaussian relay network,” in Proc. IEEE Int. Symp. Inf. Theory, Seoul, July D. Gunduz, A. Yener, A. Goldsmith, and H. Poor, “The multi-way
2009, pp. 2018-2022. relay channel,” http://arxiv.org/abs/1004.2434/.
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Lattices for the multi-pair two-way relay network

F 4
Wo.1 Wi 0

Base- Wos ¥
station < W20

P~
Wo3 Wi

Key idea: successive decoding of
pairwise lattice sums

[S.-d. Kim, B. Smida, and N. Devroye, ISIT 2071]
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Much much more!

e Matt Nokleby and Benhaam Aazhang’s recent work explores combining
cooperation and compute-and-forward

e Uri Erez + Ram Zamir’s work, website, slides and “Lattices are Everywhere”
have excellent surveys

e Bobak Nazer and Michael Gastpar’s survey article “Reliable Physical Layer
Network Coding” in Proc. of IEEE, 2011 has many references!
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Conclusion: lattice codes to

Compute and forward

Inverse compute and
forward

Relay

Exploit linearity!
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Conclusion

e can random codes be replaced by structured codes in Gaussian networks?

¢ how to combine different techniques in a comprehensive but manageable
fashion?

e is structure necessary and how well can compress-and-forward do?
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Questions!

Natasha Devroye
University of lllinois at Chicago
http://www.ece.uic.edu/Devroye
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