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What is communication?

“The fundamental problem of communication is that of 
reproducing at one point either exactly or approximately a 
message selected at another point.” !

                                                            -C.E. Shannon, 1948

I want to send
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1001

A B



Big Open Questions in the 40’s

• is there a general methodology for designing 
communication systems?

• can we communicate reliably in noise?

• how fast can we communicate?

?



Claude E. Shannon

A Mathematical Theory of 
Communication. Bell System Technical 
Journal, 27, 379–423 & 623–656, 1948.

• Introduced a new field: information theory 

What is 
information?

What is 
communication?

How fast can we 
communicate?

How much can 
we compress 
information?

RANDOMNESS



Information theory’s claims to fame

Source coding
• Source =  random variable

• Ultimate data compression limit is 

the source’s entropy Hmp3
jpgzip

Channel coding
• Channel =  conditional distributions

• Ultimate transmission rate is the 

channel capacity CGGGO
OOOO

ODDD
Turbo-codes

fading channel

Reliable communication possible ↔ H<C



How We May Appear to Future Generations

Claude Shannon — Born on the planet Earth (Sol III) in
the year 1916 A.D. Generally regarded as the father of the
Information Age, he formulated the notion of channel capac-
ity in 1948 A.D. Within several decades, mathematicians
and engineers had devised practical ways to communicate
reliably at data rates within 1% of the Shannon limit . . .

Encyclopedia Galactica, 166th ed.

Where are we now?

-Robert J. McEliece, Allerton 2000

Forney, G.D. and Costello, D.J., ``Channel Coding: The 
Road to Channel Capacity,’’ Proceedings of the IEEE, 

Volume 95,  Issue 6, pp.1150-1177,  June 2007. [ ]

• algebraic codes

• convolutional codes

• iterative codes (LDPC, 

turbo)



So now what?



Efficient, reliable communications

M Tx antennas N Rx antennas

M Tx antennas N Rx antennas



M Tx antennas N Rx antennas

M Tx antennas N Rx antennas

With  
cognition

Efficient, reliable communications



Wireless networks with cognition

• We DON’T know the network capacity


• Ad-hoc solutions, are we going in the right direction?

Network/multi-user information 
theory is the next frontier

multi-hop

orthogonalize

network coding

relaying

interference



Traditional approaches

• Network (cellular, WiFi) = bunch of point-to-point links

• Increase capacity?



Interference: traditional view

• Broadcast nature of wireless channels 

• Transmissions overheard by neighbors

Extremely harmful to current network designs



Interference: one solution - orthogonalize

Time 1
Time 2

Time 3



Interference: let’s use it to our advantage

• Nodes which are not the source/destination of a message may help



Cooperation and cognition

• Nodes may use overheard information to cooperate

• Some nodes may be endowed with extra ``cognitive’’ capabilities




Intuition: why cooperate?

• Improved rates (power, signal alignment)
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Intuition: why cooperate?

• Improved rates (power, signal alignment)

• Improved robustness (combat fading)

• Information multiplexing

• Range extension

• Understand how networks work!

• Cooperative detection



Intuition: why cognition?
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Intuition: why cognition?

• Exploit recent developments in SDR

• Heterogeneous networks

• Asymmetric cooperation X

• Spectral efficiency

• To understand and explore all the possibilities of cognitive radio!

• Spectral efficiency and/or robustness



Intuition: why information theory?

✓



Intuition: why information theory?

✓• Understand some systems well enough to engineer?
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Intuition: why information theory?

✓• Understand some systems well enough to engineer?• Need to get a grip

• Which schemes perform well?

• Benchmark to engineer towards

impressive 7.3 dB real coding gain at PbðEÞ # 10$5, i.e., its
gap to capacity ðSNRnormÞ is only about 2.5 dB (see Fig. 6).

When the primary antenna failed to deploy on the
Galileo mission (circa 1992), an elaborate concatenated
coding scheme using a rate-1/6, 214-state inner convolu-
tional code with a Big Viterbi Decoder (BVD) and a set of
variable-strength RS outer codes was reprogrammed into
the spacecraft computers (see Section IV-D). This scheme
was able to achieve PbðEÞ # 2 % 10$7 at Eb=N0 # 0:8 dB,
for a real coding gain of about 10.2 dB.

Finally, within the last decade, turbo codes and LDPC
codes for deep-space communications have been devel-
oped to get within 1 dB of the Shannon limit, and these are
now becoming industry standards (see Section VI-H).

For a more comprehensive history of coding for deep-
space channels, see [71].

V. CODES FOR BANDWIDTH-LIMITED
CHANNELS

Most work on channel coding has focussed on binary
codes. However, on a bandwidth-limited AWGN channel,
in order to obtain a spectral efficiency ! 9 2 b/s/Hz,
some kind of nonbinary coding must be used.

Early work, primarily theoretical, focussed on lattice
codes, which in many respects are analogous to binary
linear block codes. The practical breakthrough in this field
came with Ungerboeck’s invention of trellis-coded mod-
ulation, which is similarly analogous to convolutional
coding.

A. Coding for the Bandwidth-Limited
AWGN Channel

Coding schemes for a bandwidth-limited AWGN
channel typically use two-dimensional quadrature ampli-
tude modulation (QAM). A sequence of QAM symbols
may be sent through a channel of bandwidth W at a
symbol rate up to the Nyquist limit of W QAM symbols
per second. If the information rate is ! bits per QAM
symbol, then the nominal spectral efficiency is also ! bits
per second per Hertz.

An uncoded baseline scheme is simply to use a square
M&M QAM constellation, where M is even, typically a
power of two. The information rate is then ! ¼
log2 M

2 bits per QAM symbol. The average energy of
such a constellation is easily shown to be

Es ¼
ðM2 $ 1Þd2

6
¼ ð2! $ 1Þd2

6

where d is the minimum Euclidean distance between con-
stellation points. Since SNR ¼ Es=N0, it is then straight-
forward to show that with optimum modulation and
detection the probability of error per QAM symbol is

PsðEÞ # 4Qð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

3 % SNRnorm

p
Þ

where QðxÞ is again the Gaussian probability of error
function.

Fig. 6. PbðEÞ versus Eb=N0 for NASA standard concatenated code, compared to uncoded PAM and Shannon limit for ! ¼ 0.874.

Costello and Forney: Channel Coding: Road to Channel Capacity

1162 Proceedings of the IEEE | Vol. 95, No. 6, June 2007

Authorized licensed use limited to: University of Illinois. Downloaded on May 26, 2009 at 22:35 from IEEE Xplore.  Restrictions apply.

• Fundamental insight!



This talk

• The tutorial: information theory basics


• channels +  channel capacity


• known multi-user channels


• The tour: Information theoretic limits of cognition in wireless networks


• small networks


• large networks


• Other interesting problems?


!



Channel capacity: a cute example
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Channel capacity: a cute example
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Channel capacity: a cute example

X

Y
Z

.

W

V

U

T

A

S

H

G

F

E

D
C

J
K

L
MNOP

B

Q
R

I

C = log2(9)	

                    



Capacity in general

• Main idea was to reduce the rate (from a 27-letter input per channel use to a 
9-letter input per channel use) so as to produce

Non-overlapping outputs!
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Mathematical description of capacity

• Information channel capacity:

• Channel coding theorem says: information capacity = operational capacity

Pe =
n 

i=m+1

⌅
n

i

⇧
f i (1� f)n�i

C = max
p(x)

I(X; Y )

C =
1

2
log2(1 + |h|2P/PN)

C =

⌃
�

⌥

1
2 log2(1 + |h|2P/PN)

Eh

�
1
2 log2(1 + |h|2P/PN)

⇥

C =

⌃
�

⌥

maxQ:Tr(Q)=P
1
2 log2

⇤⇤IMR + HQH†⇤⇤

maxQ:Tr(Q)=P EH

�
1
2 log2

⇤⇤IMR + HQH†⇤⇤⇥

Y = HX + N

X = H�1U + N

⌅
Y = H(H�1U) + N

= U + N

C =
1

2
log2(1 + P/N)

R2 ⇤ I(Y2; X2|X1)

Let Z = (Y1, Y2,X1,X2,V1,V2, W ) be distributed as:

P (w)⇥ P (m1�|w)P (m1⇥|w)P (x1|m1�, m1⇥, w)

⇥ P (m⇥
1�|m1�, w)P (m⇥

1⇥|m1⇥, w)P (m2�|v1, w)P (m2⇥|v1, w)

⇥ P (x2|m2�, m2⇥,m⇥, w)P (y1|x1,x2)P (y2|x1,x2)

1

• Operational channel capacity:

Highest rate (bits/channel use) that can 
communicate at reliably



Mathematical description of capacity

• Can achieve reliable communication for all transmission rates R:

R < C C0
R✓

R > C 

• BUT, probability of decoding error always bounded away from zero if 

C0
RX



Capacity bits/channel useC = max
p(x)

I(X; Y )

1

I(X; Y ) =
∑

x,y

p(x, y) log

(

p(x, y)

p(x)p(y)

)

B = B1 + B2

γ = α, β

(R1α, R1β, R2α, R2β)

6

X Y
Channel: p(y|x)

Channel capacity



YX = h X + N
h 

N Gaussian noise ~ N(0,PN)

Wireless channel 
with fading

AWGN channel capacity



C = 1
2 log

�
|h|2P+PN

PN

⇥

= 1
2 log (1 + SNR) (bits/channel use)

What about bits/second and bandwidth of the channel?

[Bandwidth W, h=1, spectral density N0/2] 

C = W log2

�
1 + P

WN0

⇥
(bits/second)

YX = h X + N
h 

N Gaussian noise ~ N(0,PN)

Wireless channel 
with fadingAWGN channel capacity



Moving on to multi-user channels



• Multi-user capacity region
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• Point to point capacity
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Achievable region
Capacity region

Outer bound
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R2

Y
1

X
1

X
2

Y
2

R1

R2

Capacity regions



Information theoretic limits of 
cognition in wireless networks

Cognitive networks UIC





Spectrum licensing: future 

Primary users/ primary license holders



Secondary users

Primary users/ primary license holders

↔ Cognitive radios

Spectrum licensing: future 



Cognitive Radio
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Secondary spectrum usage



!

Secondary spectrum usage

Y
1

X
1

Transmitter 1 Receiver 1
Primary link

X
2

Y
2

Transmitter 2 Receiver 2
Secondary link

(cognitive)

What can the cognitive link do?



Y
1

X
1

X
2

Y
2

Cognition

• Assumptions on primary/secondary models will dictate behavior + 
performance

• Cognition boils down to side-information and how to use it

• Use information theory to tell us which techniques are most promising
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1. White spaces

time
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Side-info needed?

I(X1;Y1)

I(X2;Y2)



2. Just transmit

Y
1

X
1

X
2

Y
2

Interfere with each other!



2. Just transmit
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[0, P2]

Maximum interference

Current interference

``Interference temperature’’

Cognitive Tx can add!

Side-info needed?



3. Opportunistic “cognitive” decoding
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Interference!
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4. Cognitive transmission
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Interference can be reduced

4. Cognitive transmission
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Assumption:  Tx 2 knows message 
encoded by X1 a-priori

Simultaneous  Cognitive  Transmission
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Cognitive Tx may obtain 
primary’s message in a fraction of 

the time

Better  
channel

Weaker channel

Simultaneous  Cognitive  Transmission



Cognitive Tx may overhear primary’s message 
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channel
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“Cooperative” 
!

2 Tx antenna 
Broadcast channel
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“Cognitive” 
!

Cognitive channel 
!

 What rates (R1, R2) are achievable?

R1

R2



?



A priori message knowledge

aid  
transmission 
SELFLESS

mitigate  
interference 

SELFISH
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Extensions of ``cognition’’ in multi-user IT
• causal versus non-causal cognition


• cognitive relay: interference, relay channels
 X1(W1)

X2(W2)

XC(W1, W2)

• more cognitive users, more scenarios....


X1(W1)

X2(W1, W2)

X3(W1, W2, W3)

X1(W1)

X2(W1, W2)

X3(W1,W3)



Degrees of freedom: classical

M Tx antennas N Rx antennas

DOF = min(M,N)=2

MIMO

2 Tx antennas

DOF = 2

Broadcast	

channel

2 Rx antennas

DOF = 2

Multiple-access	

channel

DOF = 1 

Interference 	

channel

DOF = # “clean” channels in a multi-stream network

channel the number of spatial degrees of freedom

�(INT) = min(M1, N1)
+ min(M2 �N1, N2)+ 1(M1 > N1)
+ min(M2, N2 �M1)+ 1(M1 < N1)
= min{M1+M2,N1+N2,max(M1,N2),max(M2,N1)}

Proof: The proof is found by verifying directly that the

number of degrees of freedom obtained from the inner and

outerbounds always match. The resulting number D from the

�(INT) inner and outerbounds is listed for all cases in the
following figure.

Thus we have the exact number of degrees of freedom for

all possible M1,M2, N1, N2. Some examples are provided in

the following table.

(M1, N1) (M2, N2) �(INT )
(1, 1) (1, 1) 1
(1, 2) (1, 2) 2
(2, 1) (2, 1) 2
(1, 2) (2, 1) 1
(3, 2) (2, 3) 2
(2, 3) (2, 3) 3
(2, 3) (1, 3) 3
(2, 2) (3, 2) 2
(n, m) (m,n) min(m,n)
(m,n) (m,n) min(2m,n)(n ⇤ m)

A couple of observations can be made about the spatial degrees

of freedom. First, there is a reciprocity in that �(INT ) is
unaffected if M1 and M2 are switched with N1 and N2

respectively. In other words, the degrees of freedom are

unaffected if the directions of the messages are reversed.

However, notice that �(INT ) may change if only M1 and

N1 are switched while M2 and N2 are not switched. Finally

from the constructive achievability proof one can see that the

available degrees of freedom can be divided among the two

users in all possible ways so that the sum is �(INT ) and the
individual degree of freedom allocations are within the indi-

vidual maxima of max(M1, N1) for user 1 and max(M2, N2)
for user 2.

IV. EFFECT OF TRANSMIT COOPERATION ON THE NUMBER

OF DEGREES OF FREEDOM

Comparing the interference channel and the BC channel

obtained by full cooperation between the transmitters, it is

clear that the available DoF are severely limited by the lack

of transmitter cooperation in the interference channel. As an

example, consider the interference channel with (M1, N1) =
(n, 1) and (M2, N2) = (1, n). From the preceding section we

know there is only one available degree of freedom in this

channel. However, if full cooperation between the transmitters

is possible the resulting BC channel has (M,N1, N2) =
(n + 1, 1, n). The number of DoF is now n + 1. Therefore,
transmitter cooperation would seem highly desirable. Rather

surprisingly, it has been shown recently [7] that for the

(1, 1), (1, 1) interference channel, allowing the transmitters to
cooperate through a wireless link between them (even with

full duplex operation), does not increase DoF. For MIMO

interference channels, as suggested by the example above, the

potential benefits of cooperation are even stronger and it is

not known if transmitter cooperation can increase DoF. The

capacity results of [7] do not seem to allow direct extensions

to MIMO interference channels.

To gain insights into the cost and benefits of cooperation in

a MIMO interference channel, we consider a specific scheme

where transmitters first share their information in a full duplex

mode as a MIMO channel (step 1) and subsequently transmit

together as BC channel. We will refer to this scheme as the

share-and-transmit scheme.

A. Degrees of Freedom with Share-and-Transmit

Consider an (M,N), (M,N) interference channel (M ⇥
N ). Also assume that each transmitter is sending information
with rate R. Note that while we make the preceding simpli-
fying assumptions for simplicity of exposition, the following

analysis and the main result extend directly to the general case

of unequal number of antennas and unequal rates.

From (8), we know that the number of DoF for this interefer-

nce channel with no transmitter cooperation is min(M,N) +
min(M,N �M)+ = M + min(M,N �M)+. For the share-
and-transmit scheme, we compute DoF as follows. We first

find the capacity of the sharing link Cs and the capacity of

transmission Ct. Then, we find the total capacity of the system

C by evaluating the total amount of data transmitted divided

by the total time it requires to transmit this data, i.e.

C =
2R

R
Cs

+ 2R
Ct

. (9)

Dividing by log(SNR) where SNR is large, we obtain the total

number of DoF as

lim
SNR�⇥

C

log SNR
=

2
1

DOF (sharing) + 2
DOF (transmit)

.

(10)

The number of DoF for the sharing link is that of MIMO

PTP channel with M transmit and receive antennas =
min(M,M) = M . After transmitters share their informa-

tion, they can fully cooperate as a (2M,N,N) BC channel.
The number of DoF for this channel is min(2M, 2N) =
2 min(M,N). Therefore (10), which gives the total num-
ber of DoF for the share-and-transmit scheme, becomes



Degrees of freedom: cognitive, M antennas

DOF = M

MIMO interference 	

channel

     	   Syed A. Jafar, Shlomo Shamai,  Degrees of Freedom 
Region for the MIMO X Channel , IEEE Transactions on 

Information Theory, Vol. 54, No. 1, Jan. 2008, Pages: 151-170.

MIMO cognitive 	

channel, cases a,b,c DOF = M

MIMO cognitive 	

channel, cases d,e,f DOF = 2M



Scaling laws # nodes n → ∞


!
•[Gupta+Kumar 2000]: Non-cooperative ad hoc networks

• per-node throughput ~ O(1/√n log(n))

•Degradation is due to multi-hop and interference 
between nodes

•[Ozgur, Leveque, Tse 2007]: Cooperative ad hoc networks

•nodes may cooperate as in a MIMO system

•per-node throughput ~ O(1) (constant)

!
•Many many more...


!
•[Franseschetti et al. 2000]: ad hoc networks

• per-node throughput ~ O(1/√n)

• percolation theory



Scaling laws: with cognition

• What we guarantee:


Primary nodes act as if cognitive network does not exist
Primary nodes achieve same scaling law as if cognitive network does not exist

• What we prove:


For a sufficiently large and , the primary and secondary

networks can achieve the following per-node throughputs and

sum throughputs almost surely:

(1)

and

(2)

where and are the per-node and sum throughputs

of the primary network (similarly and for the

secondary network).

Note that the constraint that primary network does not alter

its protocol because of the secondary network is what makes

the problem non-trivial. Indeed, if the primary network were

to change its protocol when a secondary network is present, a

simple time-sharing or TDMA scheme is able to achieve the

above throughput-scaling.

For the primary network, we use a routing protocol as a

simple modification of the nearest neighbor multi-hop scheme

in [1]. We propose a novel routing protocol for the secondary

network. This protocol also uses multi-hop routing, in which

the secondary routes avoid passing too close to the primary

nodes, reducing the interference to them. We show that these

protocols achieve the above throughput scalings simultane-

ously. This implies that when a denser network is layered

on top of a sparser one, then both may achieve a scaling of

, where is the number of nodes

in each network, respectively. This result may be extended to

more than two networks, provided each layered network obeys

the same three main assumptions as in the two network case.

Throughout this paper, we will be dealing with events which

take place almost surely (a.s.), or with probability 1 as the node

density . For simplicity, we use the notation a.s. in this

paper to mean an event occurs almost surely as .

This paper is structured as follows. In Section II we outline

the system model: we first look at the network geometry, co-

existing primary and secondary ad hoc networks, then turn to

the information theoretic achievable rates, before stating our

assumptions on the primary and secondary network behaviors.

In Section III we outline the protocols used to prove our

achievable throughput scalings. In Section IV we show that

using these protocols, the claimed single network throughput

scalings may be achieved. We conclude in Section V and refer

the proofs of lemmas to the paper in preparation [15].

II. SYSTEM MODEL

In this section, we define the underlying network models and

then look at the transmission schemes, the resulting achievable

rates, and assumptions made about the primary and secondary

networks.

A. Network geometry

We consider a planar area in which a primary network and

a secondary network co-exist. Primary nodes are distributed

according to a Poisson point process of density over a

unit square which are randomly grouped into primary S-D

pairs. For the secondary network, nodes are again distributed

according to a Poisson point process of density over the

same area and are also randomly grouped into secondary S-

D pairs. The densities of primary and secondary nodes are

related according to

(3)

where , meaning that the density of the secondary nodes

is higher than that of the primary nodes. We consider a path

loss channel model such that the channel power gain ,

normalized by a constant, is given by

(4)

where denotes the distance between a transmitter (Tx) and

its receiver (Rx) and denotes the power exponent.

B. Rates and throughputs achieved

Each network operates based on slotted transmissions. We

assume the duration of each slot and the coding scheme are

such that one can achieve the Gaussian noise channel capacity.

We further assume all the primary and secondary nodes are

subject to a transmit power constraint .

We will characterize the rates achieved by the primary

and secondary S-D pairs. Suppose that primary pairs and

secondary pairs communicate simultaneously. Let

denote the distance between the Tx of the -th primary pair

and the Rx of the -th primary pair and denote the

distance between the Tx of the -th secondary pair and the

Rx of the -th primary pair. Similarly, denotes the

distance between the Tx of the -th secondary pair and the Rx

of the -th secondary pair and denotes the distance

between the Tx of the -th primary pair and the Rx of the

-th secondary pair. The -th primary pair can communicate

with a rate of

(5)

where is the interference power from the primary nodes,

is the interference power from the secondary nodes,

and is the thermal noise power. and are

given by and ,

respectively. The -th secondary pair can communicate with a

rate of

(6)

where is the interference power from the secondary

nodes and is the interference power from the primary

nodes. and are given by

and , respectively.



Other interesting problems
• Two-way wireless networks

• communication inherently a dialogue, not a sequence of monologues

• mostly considered one-way, time to change that!



Two-way channel

• Simple channel BUT capacity unknown in general!

• Why so hard?

x11(w1)

x21(w2)y11

y21

Time 1

x12(w1, y11)

x22(w2, y21)y12

y22

Time 2

x13(w1, y11, y12)

x22(w2, y21, y22)y13

y23

Time 3

• Known for: restricted, Gaussian and push-to-talk channels



Two-way relay channel
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Two-way relay channel
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Direct transmission
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M Tx antennas N Rx antennas

M Tx antennas N Rx antennas

With  
cognition

Conclusions

Way out there?
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